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Today

e Attention
e Review of attention mechanism
* Types of attentions



Attention



Need for "attention”

* Uses encoding of entire input when generating each output token

» Maybe would be useful to focus on a part of the input as the output
tokens are generated

Translation Captioning

Recurrent Neural Network
“straw” “hat” END

Encoding of the
source sentence.

Target sentence (output)

A
r \

he hit me with a pie <END>

Encoder RNN

U

il a m’  entarté <START> he hit me with a pie

N y ) Convolutional Neural Network

Source sentence (input)

—
NNY 19p033(

START “straw” “hat”




Attention for VLN

Not every part of an input is important given the task context

Exit the bathroom.

Slide credit: Stefan Lee



Attention for VLN

Not every part of an input is important given the task context

Turn left and exit the room using the door on the left.

Slide credit: Stefan Lee



Attention for VLN

Not every part of an input is important given the task context

Wait there.

Slide credit: Stefan Lee



Attention for VLN

Not every part of an input is important given the task context

Take a right when you see the mirrored wardrobe.
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Slide credit: Stefan Lee




Attention for VOA

Not every part of an input is important given the task context

What shape is the doormat?

Slide credit: Stefan Lee



Attention

* The concept of ‘attention’ has seen widespread use...
* In many language and / or vision tasks, attention works extremely well!
* Attention improves interpretability of neural networks

Q: What room are they in? A: kitchen

Focus on part of input



Attention mechanisms - summary

» Attention is probably one of the simplest and most effective ideas in
deep learning — proven across many different domains

» Practically: focus on part of input by taking a weighted sum of
different input parts

 With sufficient data, attention mechanisms can learn to ground
language in visual content from ‘distant’ supervision

» Given the complexity of biological attention systems, assume there

is still much to explore... particularly temporal aspects in context ot
LV&A



Attention

* Major impact on computer vision and NLP from 2014/5

Recurrent Models of Visual Attention
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Attention

* Major impact on computer vision and NLP from 2014/5

Neural Machine Translation by Jointly Learning to Align and Translate
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Attention

* Major impact on computer vision and NLP from 2014/5

Neural Machine Translation by Jointly Learning to Align and Translate
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Attention

Attention in Neural Networks:

A learned mechanism that learns to focus on a subset of the
input that is most relevant to the current task.

task context representation
l (also called query)

attended feature — ¢ = f(Z, C)
i 1

learned attention function set of attention
(neural net) candidates



Computing attention

Attention function, f
a; =9g(c;,z)
a = softmax(a)
C= Z{'{=1 a; C;

Attention score a; = g(c;,z)
how well does the attention
candidate c¢; match the query z

Attention scores: a (unnormalized)

Attention weights: a (normalized)
Final attention output

Weighted sum of context features

» Dot-product attention:

g(c;, z) = e

* Neural network
g(ci,z) =v' tanh (Wic; + Waz)



Attention over

Attention candidates, C typically defined by the hidden states of an
encoder (e.g. one feature vector for each word in the input text)
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Je ne comprehends .. <EOS>



Attention over Visual Features

» Attention candidates, C typically defined by the spatial output
of a CNN (feature vectors for different parts of the image)

Grid based or over object proposals

>
CNN feature | 10
map
10
2048
C =
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Slides Credit: Peter Anderson



Attention over

Embodied Al (visual language navigation)

 Attention candidates, C as agent hidden state or visual vectors

a, a, as 6114_ as 6116
RNN > RNN > RNN > RNN » RNN > RNN C — {hl’ cee hS}

or

C = {vl, ...,v6}

\f\f\f
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Task context for Attention

» Task context representation, z, is often an RNN encoding

Machine translation / image captioning:

hidden state
h;

T

—» RNN —» RNN —» RNN

T 1 T

<Start> I don'’t

VQA: Question encoding
(final encoder hidden state)

h,

T
RNN —» RNN —» RNN ======= » RNN
T ) T T
What color 1s c o ?
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Putting it all together

e Attentive model

Attention
output

(e000]

A

understand Predict next
T word to
generate
‘ Softmax

= =]

C; is the weighted sum of hidden states

Feedforward Net
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Interlude: Attention for
machine translation



Attention for machine translation

dot product
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Attention

Attention

Encoder

scores  distribution
—r ——

RNN

On this decoder timestep, we're

mostly focusing on the first
/ encoder hidden state (“he”)

Take softmax to turn the scores
into a probability distribution
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Slides Credit: Abigail See



Attention

Attention

Encoder

distribution

scores

RNN

output

Attention <

Use the attention distribution to take a
weighted sum of the encoder hidden
states.

The attention output mostly contains
information from the hidden states that
received high attention.
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Attention
distribution

Attention

Encoder

scores

RNN

Attention
output
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Source sentence (input)

<START>

Concatenate attention output
with decoder hidden state, then
use to compute j; as before

NNY J2p02a(

Slides Credit: Abigail See



Decoder RNN
}

Attention
X output
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Decoder RNN
—

3 € 0 € 0000 |k——

0000 |«
T~

0000 |«
)

Attention

‘e
.
.
.
-
‘e
. -
. ‘.
Yo
e
.
e
.

uoinNQlIIsSIp  Sa402sS NNY
uoilUd)yY UOnUAY Japodu3l

0000 jc——
0000 [e———

0000 jc—

+—

o | e 0000 |«
5 :

@)

f 0000 |«

fl¢ o000

.
-
-
.
.
-
.
-
-
-

a

me  with

hit

<START> he

entarté

mI

Slides Credit: Abigail See

Y
Source sentence (input)




Putting it all together

understand
» Attentive model t
Attention function, f ‘ Softmax ‘
a; = w! tanh(W,c; + W, h) l
aA: Soitmax(a) Feedforward Net
C=)2,-1%; C; ! n |
LA Concatenation
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answer

Putting it all together 4

Predict multiple
‘ Softmax ‘ choice answer

e Attentive model 1
Feedforward Net
Attention over visual regions! o T Multimodal Fusion
C — {vl, ...,vloo} |
C—»‘ Attend ‘
Attention function, f t h
a; = w! tanh(W,.c; + W, h) RNN —| RNN |---.»] RNN
a = softmax(a) I I I
A k
C=L2i=1¢; Cj

question word embeddings



Putting it all together

T word;

Predict next

* Attentive model ‘ Softmax ‘ word to
> generate
| ki
h%_l ----- [ 4 RNN ..... > h%
Attention over visual regions! 4 .
C = {v1: ---:vloo} 6” Concatenation
C —>‘ Attend ‘
Attention function, f t h;
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Image captioning example

e

1. Input
Image

14x14 Feature Map

A
‘bird

flying
over

a
body
of
water

2. Convolutional 3, RNN with attention 4. Word by

Feature Extraction over the image word

generation

J
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Stacked attention

* Multiple attentions ste

networks
ps for VQA

feature vectors of different :
parts of image

T

1. set of
& attention
candidates, C

on: === I N T
Question: ~——===" TF==X=== ! 1| © | Answer:
What are sitting | LY ] S
in the basket on ] T+ | HiE —> dogs
a bicycle? : |l____:___| :I >

2. task context _w i
representation

Attention I}ayer 2

1

3. multi-step attention function



Stacked attention networks

(a) Whatare pullingaman onawagon down on dirt road? (b) What is the color of the box ?
Answer: horses  Prediction: horses Answer: red Prediction: red

What next to the large umbrella attached to a table? (d) How many people are going up the mountain with walking sticks?
(c) Answer: trees Prediction: tree Answer: four Prediction: four

34



Hierarchical question-image co-attention
* Attending jointly to both question and image in VOA

Answer: green

Attention over word, phrase,
and question encodings.

““““““““““““““““““““““““““““““““““““

‘..JL

color stop light lit

What color on the stop light is lit up

]

the
What
color |Lcolor | - Stop | ight || ...
n . light T
:\\ I I
What || color || ... || stop || light || ...

Question: What color on the
stop lightis litup ?

co-attention
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Hierarchical questlon—lmage CO- attentlon

J MR

o
///a/// -
oo

Q: what are standmg in tall dry Q: where is the woman while
grass look at the tourists? A: her baby is sleeping? A:
zebras kitchen

Q: what is the color of the
kitten? A: black

what are in dry  where is the woman while her
look at the tourists ? is ?

what is of kitten

Hierarchical Question-Image Co-Attention for Visual Question Answering, Lu et al. NIPS 2016

Slides Credit: Peter Anderson



FILM: Feature-wise Linear Modu
* Applying attention by scaling and biasing CN

Feature-wise transformations are learned functions of input

biasing

Bi,c — hc(mz)

scaling

Yi,c = fc(iqu)

FiLM

Yic

activation

— ]

N

A
+
ﬁi,c A

Are —>| GRU |

Answer: Yes

yellow —»

3N =] ResBlock N

things

32 _.v: ResBlock 2

4

*| ResBlock1 |-

Bt
Linear

ation

N layers
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FiILM: Feature-wise Linear Modulation

Q: What shape is the... ...purple thing? A: cube  ...blue thing? A: sphere

Q: How many cyan ...rightof the gray cube? ..left of the small cube?
things are... A: 3 A:2

blue thing? A: sphere blue thing? A: cube

cube? A: 1 A: 4 (P: 3)

...red thing right of the ...red thing left of the

...right of the gray cube ...right of the gray cube
and left of the small or left of the small cube?



'‘Soft’ vs 'hard’ attention

: Each attention candidate is weighted by «;

R I Soft
V=2i=1% Vi

* Easy to train (smooth and differentiable)

* But can be expensive over large input Hard

bird

: Use a; as a sample probability to pick one
attention candidate as input to subsequent layers

* Trainable with REINFORCE approaches (Xu et al. ICML
2015), or Gumbel-Softmax (Jang et al. ICLR 2017)



‘Global’ vs ‘local’ attention

» Global: attention over the entire input
» Local: attention over a window (or subset) of the input

Context vector suis Context vector suis

II aIm lstuLentI JL

Global: all source states. Local: subset of source states.
Luong et al, 2015

am a student _ Je
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Attention

Attention According to Cognitive Psychology / Neuroscience

* A set of mechanisms that limit some processing to a subset of incoming
stimuli (reducing computational demands)

« Can be driven’ " by demands (i.e. volitionally)
* Can be driven ‘bottom-up’ by salient stimuli (i.e. involuntarily)

» Visual attention can be applied to features, objects and spatial regions, as
well as temporal cues (anticipating events)



Bottom-up and top-down attention

Combines ‘top-down’ and "bottom-up’ attention

« 'top-down’ attention = soft attention over image conditioned on the task
* VQA: guestion

* Image captioning: what has been output before
* 'bottom-up’ attention = hard attention using Faster-RCNN

to identify image regions (object bounding boxes) 1y
=a.m Softmax
N B -
II-W L !Fb.ackm sssss e B vhite ot h2_, - Language LSTM o B2
1 \;~ * | A - ‘
{vy,.., v} — Attend
1 h%
h%-1 """ " Top-Down Attention LSTM |- > h}

P E—
h:Z, T W,

42



Bottom-up and top-down attention

ResNet (10x10): A man sitting on a toitet in a bathroom.
—n

i
- F “ P bathroom
!

Up-Down: A man sitting on a couch in a bathroom.

8

Bottom-Up and Top-Down Attention for Image Captioning and Visual Question Answering, Anderson et al. CVPR 2018

Slides Credit: Peter Anderson 4



Bottom-up and top-down attention

O: What color
is i1lluminated ¢
on the traffic E =
light? :

44



Bottom-up and top-down attention

Focus on region of the image
corresponding to the traffic light

O: What color

is 1lluminated
on the traffic
light?

A: green

45



Self-attention

* Attention (correlation) with different parts of itself

The The The The
animal animal animal animal
didn’t didn’t didn’t didn’t
Cross Cross Cross Cross
the the the the
street street street street
because because because because
it it it it

was was was was
too too too too
tired tired wide wide

* Transformers: modules with scaled dot-product self-attention



Types of attention scores

Attention function, f

a; =9g(c;,z)
a = softmax(a)

~ Ok
C=i=1 Y%

* Dot-product attention:

g(c;,z) = e,

» Scaled dot-product attention:
T
glci,z) =2"¢;/Vd
» Bilinear / multiplicative attention:
g(ci,2) =2 We; € R
where W is a weight matrix

« Additive attention (essentially MLP):
g(ci,z) =v' tanh (Wic; + Waz)
where W, , W, are weight matrices
and v is a weight vector



Query-key-value view of attention

Attention function, f

a; = g(ci/ Z)
a = softmax(a)

~ ok

C=2i-14;C;

Projected query,key,value

Attention function, f

a; = g( ’ q)
a = softmax(a)
C= éc=1 a; Ui

Matrix form

q=W,z q=W,z
:WKCi = :WKCT
vl' =WVCi V:WVCT

More next Thursday when we discuss




Next week

* Monday: Paper presentations and discussions
* Show, attend, and tell (captioning)
* Guest presenter: Ali Gholami

« MattNet (referring expressions)

 Thursday: Pretraining with Transformers



