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Review of deep learning models



Today
• Review of basic deep learning building blocks
• CNNs
• RNNs
• Attention
• Transformers



Deep learning models



Neural network architectures
Feed-forward NNs

Convolution networks (CNNs)

Recurrent networks (RNNs)

Transformers
Graph NNs



• All network architectures can be used to model images, text, 
3D representations, etc.

• Traditionally:
• CNNs for images – scale/translation invariance
• RNNs for sequences (text)
• Transformers were introduced for machine translation

• Now used for images and 3D shapes as well
• Currently SOTA vision+language models are all using transformers!



Modelling Images



Modelling Images

Slide credit: Stefan Lee 7
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Modelling Images
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Or AvgPool

Convolutional Neural Networks

Image Credit: MathWorks

Slide credit: Stefan Lee



Modelling Images
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Or AvgPool

Slide credit: Stefan Lee



Or AvgPool

Modelling Images
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𝑉 ∈ ℝ!×# • No spatial information
• Highly compressed

Image Level Feature

Slide credit: Stefan Lee



Or AvgPool

Modelling Images
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𝑉 ∈ ℝ$×%×#
• Feature vector per grid cell
• Captures some spatial info
• Uniform grid…

Spatial Image Features

Slide credit: Stefan Lee



Modelling Images
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Grid-based features



Modelling Images
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*Considering receptive field it is actually much more like

Slide credit: Stefan Lee



Modelling Images
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*Considering receptive field it is actually much more like

Slide credit: Stefan Lee



Modelling Images
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“dog”

Slide credit: Stefan Lee



Modelling Images
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“dog”

...

Slide credit: Stefan Lee



Generate region proposals for possible objects

Modelling Images
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𝒗!
𝒗"
𝒗#

Image Credit: Peter Anderson

Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks
https://arxiv.org/abs/1506.01497

Slide credit: Stefan Lee

Idea: Switch to object detection models as the backbone for image representation
• Bottom-Up and Top-Down Attention for Image Captioning and Visual Question Answering arxiv.org/abs/1707.07998

https://arxiv.org/abs/1506.01497
https://arxiv.org/abs/1707.07998


Modelling Images
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𝒗!
𝒗"
𝒗#

Region classificationGenerate region proposals for possible objects

Idea: Switch to object detection models as the backbone for image representation
• Bottom-Up and Top-Down Attention for Image Captioning and Visual Question Answering arxiv.org/abs/1707.07998

Slide credit: Stefan Lee

https://arxiv.org/abs/1707.07998
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Modelling Images
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𝑉 ∈ ℝ&×#
• Feature vector per bounding box
• Spatial features can be added
• Object-centric

Object-Centric Image Features

Slide credit: Stefan Lee



Modelling Images
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Image Level Features Spatial / Conv Features Detection Features

ResNet 101
Trained on ImageNet

FasterRCNN - ResNet 101
Trained on Visual Genome

These are almost never fine-tuned for downstream tasks in vision-and-language.

Slide credit: Stefan Lee



Modelling Images: Pretraining
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Faster R-CNN Pre-training on Visual Genome
• 1600 object classes
• 400 attribute classes

Slide Credit: Peter Anderson

ResNet 101 Pre-training on ImageNet
• 1000 object classes (many fine-grained)



Modelling Sequences



Modelling Sequences
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Image Credit: Christopher Olah

Recurrent Neural Networks
• Ideal for processing sequential data containing possibly long-term dependencies. 
• Various implementations (e.g. simple RNN, LSTM, GRU) expose the same API

Slide credit: Stefan Lee



Modelling Sequences
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Image Credit: Christopher Olah

Recurrent Neural Networks
• Ideal for processing sequential data containing possibly long-term dependencies. 
• Various implementations (e.g. simple RNN, LSTM, GRU) expose the same API

Simple RNN LSTM GRU

Slide credit: Stefan Lee



Modelling Sequences
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Image Credit: Christopher Olah

Recurrent Neural Networks
• Ideal for processing sequential data containing possibly long-term dependencies. 
• Various implementations (e.g. simple RNN, LSTM, GRU) expose the same API

Slide credit: Stefan Lee



Multi-layer (stacked) RNNs

The hidden states from RNN layer 𝑖
are the inputs to RNN layer  𝑖 + 1

In practice, using 2 to 4 layers is common 
(usually better than 1 layer)

Transformer-based networks can be up to 
24 layers with lots of skip-connections. 

Image Credit: Abigail See



Bidirectional RNNs

Image Credit: Abigail See

Incorporate information from both 
directions

Useful in encoder



Modelling Sequences
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CNNs as a fixed-time horizon alternative:
• Parallel computation!
• Tricky encoding.

Aneja et al. CVPR 2018

Slide credit: Stefan Lee



Multimodal seq2seq models
• Video captioning (video frames to text)

• Embodied AI (text + frames to actions) 



Some Notes on Representing Text
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Words and Vocabularies

Words exist in a fixed vocabulary, i.e. 𝑤 ∈ 𝑉

Vocabulary includes an UNK token – any out of 
vocabulary tokens get mapped to this.

Slide credit: Stefan Lee



Some Notes on Representing Text
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RNN RNN RNN

Exit the wait.

...
...

ℎ! ℎ" ℎ#

RNN

SOS

ℎ$

Start of Sequence

RNN

EOS

ℎ#%!

End of Sequence

Quirks of Common Practice

Slide credit: Stefan Lee



Some Notes on Representing Text
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RNN

fish

ℎ!

What is actually input to represent tokens?

• One-hot vector  à learned representation
• For 𝑉 = 𝑐𝑎𝑡, 𝑑𝑜𝑔, 𝑓𝑖𝑠ℎ , 𝑤!"#$ = 0 0 1 .

𝑤!"#$ ∗ 𝑊 = 0.13 0.2 0.95 0.2 − 1.3 0.5

W

0 0 1
0.2 1 1.5
−1.3 2 −2
0.13 0.2 0.95

0.8 −0.2 1.2
1.2 0.56 0.1
0.2 −1.3 0.5

fish

Slide credit: Stefan Lee

Initialize to random vectors and learn the 
embeddings during training



Some Notes on Representing Text
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What is actually input to represent tokens?

• Use pretrained word embeddings
• Word2Vec
• GloVE

cat
dog

fish
𝑤!"#$ = 𝐺𝑙𝑜𝑉𝐸(“𝑓𝑖𝑠ℎ”)

• Can do a mix of these
• initialize learned embeddings with pretrained values 

Slide credit: Stefan Lee



Some Note on Terminology

Distributional representation
- Meaning is learned from the context (other
words) that co-occur with each word

“You shall know a word by the company it keeps” 
(J.R. Firth 1957) - Distributional hypothesis

Contextual representation
- Representation changes based on context

Distributed representation
- Meaning is not localized to
one dimension

cat

dog

kitten



Attention



Need for “attention”
• Uses encoding of entire input when generating each output token
• Maybe would be useful to focus on a part of the input as the output 

tokens are generated 

CaptioningTranslation

Image credit: Abigail See Image credit: Andrej Karpathy



Attention for VLN
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Exit the bathroom. Turn left and exit the room using the door on the left. Wait there.

Not every part of an input is important given the task context

Slide credit: Stefan Lee



Attention for VLN
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Exit the bathroom. Turn left and exit the room using the door on the left. Wait there.

Not every part of an input is important given the task context

Slide credit: Stefan Lee



Attention for VLN
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Exit the bathroom. Turn left and exit the room using the door on the left. Wait there.

Not every part of an input is important given the task context

Slide credit: Stefan Lee



Attention for VLN
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Take a right when you see the mirrored wardrobe.

Not every part of an input is important given the task context

Slide credit: Stefan Lee



Attention for VQA
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What shape is the doormat?

Not every part of an input is important given the task context

Slide credit: Stefan Lee



Attention
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• The concept of ‘attention’ has seen widespread use…
• In many language and / or vision tasks, attention works extremely well!
• Attention improves interpretability of neural networks

Q: What room are they in? A: kitchen

Slides Credit: Peter Anderson

Focus on part of input



Attention mechanisms - summary
• Attention is probably one of the simplest and most effective ideas in 

deep learning – proven across many different domains

• Practically: focus on part of input by taking a weighted sum of 
different input parts 

• With sufficient data, attention mechanisms can learn to ground 
language in visual content from ‘distant’ supervision

• Given the complexity of biological attention systems, assume there 
is still much to explore… particularly temporal aspects in context of 
LV&A

43Slides Credit: Peter Anderson



Attention

44Slides Credit: Peter Anderson

• Major impact on computer vision and NLP from 2014/5

Mnih et al. NIPS 2014

Recurrent Models of Visual Attention



Attention

45Slides Credit: Peter Anderson

Bahdanau et al. ICLR 2015

Neural Machine Translation by Jointly Learning to Align and Translate

• Major impact on computer vision and NLP from 2014/5

source (English)

generated
(French)

Attention weights 𝛼& (0 = black, 1 = white)



Attention

46Slides Credit: Peter Anderson

Bahdanau et al. ICLR 2015

generated
(French)

source (English)

Attention weights 𝛼& (0 = black, 1 = white)

Neural Machine Translation by Jointly Learning to Align and Translate

• Major impact on computer vision and NLP from 2014/5



Attention

47Slides Credit: Peter Anderson

A learned mechanism that learns to focus on a subset of the 
input that is most relevant to the current task. 

!𝒄 = 𝑓(𝒛, 𝐶)attended feature

set of attention 
candidates

task context representation

learned attention function 
(neural net)

Attention in Neural Networks:

(also called query)



Computing attention

Attention scores: 𝒂 (unnormalized)

Final attention output

Attention weights: 𝜶 (normalized) 

Weighted sum of context features

Attention function, 𝑓
𝑎" = 𝑔(𝒄" ,	𝒛)

𝜶 = softmax 𝒂
M𝒄 = ∑"%&' 𝛼" 𝒄"

Attention score 𝑎2 = 𝑔(𝒄2,	𝒛)
how well does the attention 
candidate 𝒄2 match the query 𝒛

• Dot-product attention:

• Neural network
<latexit sha1_base64="2oFz8YivXqY5nnMgjBd2tT2GfKk=">AAACv3iclVFdi9NAFJ3Er7V+1fXRl8EiVFzKTEhqAwqrvvi4gt0uNDFMptN06OSDmZtla8if9EHw3zjJVtCighcGDueee8+de9NKSQOEfHfcGzdv3b5zdHdw7/6Dh4+Gj4/PTVlrLua8VKW+SJkRShZiDhKUuKi0YHmqxCLdvu/yi0uhjSyLT7CrRJyzrJBryRlYKhl+y8ZN1LdZ6iyNGzKZhsQP/RMyIX10gPo+9VqeyPYEH6jJNPDpzIoCQmc0sMALKCFe+6V9gd/gy88RlBWOQFxBg4EVG9yOFwk9bPNPU/wSLxLvv5yT4cgqvFnge7hLkJCGuJeGUx/Tvc0I7eMsGX6NViWvc1EAV8yYJSUVxA3TILkS7SCqjagY37JMLC0sWC5M3PQDtfi5ZVZ4XWr7CsA9+2tFw3JjdnlqlTmDjTnMdeSfcssa1rO4kUVVgyj4tdG6VhhK3B0Tr6QWHNTOAsa1tLNivmGacbAnH9gl/Pwp/js49yY0mJCP/uj03X4dR+gpeobGiKJX6BR9QGdojrjz2kmdraPct27mFm51LXWdfc0T9Fu4ux9+68k9</latexit>

g(ci, z) = v> tanh (W1ci +W2z)

<latexit sha1_base64="CfQsrwDzBe55TH8xWCaA/egdhrY=">AAACpHiclVHLitswFJU9fWTSV2a6nI3a0JJCCJKxM/GiEKaLdtFFQpsHJE6QFSURkR9IciE1/rL5i9nN31R2UmhDW+gFweHcc8+9ujdMBVcaoXvLPnvw8NHj2nn9ydNnz180Li7HKskkZSOaiEROQ6KY4DEbaa4Fm6aSkSgUbBLuPpT5yTcmFU/ir3qfsiAim5ivOSXaUMvG7aaVzyubmdyEQY46XR+5vttGHVRFCbDrYqegS1604YkadT0X94zIQ7iHPQMcDyPkFN+Ld/D9f6gXc52kp/p/zgKXjaYhnJ7nOrB0Qj72YeXtd12Ij0VNcIzBsnE3XyU0i1isqSBKzTBKdZATqTkVrKjPM8VSQndkw2YGxiRiKsiriQr4xjAruE6kebGGFftrRU4ipfZRaJQR0Vt1mivJP+VmmV73gpzHaaZZTA+N1pmAOoHlxeCKS0a12BtAqORmVki3RBKqzV3rZgk/fwr/DsZOB3sdNHSb/ZvjOmrgCrwGLYDBNeiDT2AARoBar6yP1sAa2m/tz/YXe3SQ2tax5iX4LezFD2Usv+o=</latexit>

g(ci, z) = z>ci



Attention over Text

49Slides Credit: Peter Anderson

Attention candidates, 𝐶 typically defined by the hidden states of an 
encoder (e.g. one feature vector for each word in the input text)

RNN

<EOS>...comprehendsneJe

RNN RNN RNN

𝒉3𝒉#𝒉"𝒉!

𝐶 = {𝒉!, … , 𝒉'}



Attention over Visual Features

• Attention candidates, 𝑪 typically defined by the spatial output 
of a CNN (feature vectors for different parts of the image)

50

2048
10

10 𝒗!
𝒗"

𝐶 = {𝒗!, … , 𝒗!((}

Slides Credit: Peter Anderson

Grid based
Object 

proposals



Attention over Agent Experience

• Attention candidates, 𝑪 as agent hidden state or visual vectors

51

t=1 t=2 t=3 t=4 t=5 t=6

CNN CNN CNN CNN CNN CNN

RNN RNN RNN RNN RNN RNN

𝑎! 𝑎" 𝑎' 𝑎( 𝑎) 𝑎*

𝐶 = {𝒉!, … , 𝒉)}
𝒉! 𝒉" 𝒉' 𝒉( 𝒉)

𝐶 = {𝒗!, … , 𝒗*}

𝒗! 𝒗" 𝒗' 𝒗( 𝒗) 𝒗*

or

Embodied AI (visual language navigation)



Task context for Attention 

• Task context representation, 𝒛, is often an RNN encoding

52

RNN

?...iscolorWhat

RNN RNN RNN

𝒉7

VQA: Question encoding
(final encoder hidden state)

RNN

don’tI<Start>

RNN RNN

𝒉7

Machine translation / image captioning: 
Decoder hidden state

Slides Credit: Peter Anderson



Putting it all together
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𝐶 = {𝒄!, … , 𝒄'}

RNN

<EOS>...comprehendsneJe

RNN RNN RNN

𝒉3𝒉#𝒉"𝒉!

RNN

don’tI<Start>

RNN RNN

𝒉7

𝐶
M𝒄( Concatenation

Attend

Softmax

understand

Feedforward Net

Slides Credit: Peter Anderson

Predict next 
word to 
generate• Attentive machine translation model

8𝒄+ is the weighted sum of encoder hidden states



Interlude: Attention for 
machine translation



Attention for machine translation

Slides Credit: Abigail See



Slides Credit: Abigail See



Slides Credit: Abigail See



Slides Credit: Abigail See





Slides Credit: Abigail See



Putting it all together
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RNN

<EOS>...comprehendsneJe

RNN RNN RNN

𝒄3𝒄#𝒄"𝒄!

RNN

don’tI<Start>

RNN RNN

𝒉7

𝐶
M𝒄( Concatenation

Attend

Softmax

understand

Feedforward Net

Attention function, 𝑓
𝑎" = 𝒘) tanh 𝑊*𝒄" +𝑊$𝒉

𝜶 = softmax 𝒂
M𝒄 = ∑"%&' 𝛼" 𝒄"

Slides Credit: Peter Anderson

• Attentive machine translation model



Putting it all together
• Attentive Visual Question Answering model 
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Attend𝐶
M𝒄

𝒉

RNNRNNRNN

Feedforward Net

Softmax

𝑎𝑛𝑠𝑤𝑒𝑟

𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛 𝑤𝑜𝑟𝑑 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑠

Multimodal Fusion

Attention function, 𝑓
𝑎" = 𝒘) tanh 𝑊*𝒄" +𝑊$𝒉

𝜶 = softmax 𝒂
M𝒄 = ∑"%&' 𝛼" 𝒄"

Slides Credit: Peter Anderson

𝐶 = {𝒗!, … , 𝒗!((}

Predict multiple 
choice answer

Attention over visual regions!



Putting it all together
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Attention function, 𝑓
𝑎" = 𝒘) tanh 𝑊*𝒄" +𝑊$𝒉

𝜶 = softmax 𝒂
M𝒄 = ∑"%&' 𝛼" 𝒄"

RNN

RNN

Attend

Softmax

𝐶

𝒉(+
𝒉(+

𝒉(&

𝒉(,&+

𝒉(,&& 𝒉(&

word(

a𝒗

M𝒄(

embedded
word-,&

Concatenation

Concatenation

Slides Credit: Peter Anderson

𝐶 = {𝒗!, … , 𝒗!((}

Predict next 
word to 
generate

• Attentive Image Captioning model 

Attention over visual regions!



Types of attention scores
• Dot-product attention:

• Scaled dot-product attention:

• Bilinear / multiplicative attention:

where W is a weight matrix

• Additive attention (essentially MLP):

where W1 ,W2 are weight matrices 
and v is a weight vector

Attention function, 𝑓
𝑎" = 𝑔(𝒄" ,	𝒛)

𝜶 = softmax 𝒂
M𝒄 = ∑"%&' 𝛼" 𝒄"

<latexit sha1_base64="gdICsMaTuRcZNloyMSLYPlp2Olc=">AAACtHiclVFNa9tAEF2pX6nbNG577GWoCSQQzK6QXOsQCO2lx7TUccBSnNV6bS9ZrcTuquAI/cLccuu/6UpxIQ3tIQMLj3lvZt7OZKUUxmL8y/OfPH32/MXOy96r17tv9vpv352ZotKMT1ghC32eUcOlUHxihZX8vNSc5pnk0+zqS8tPf3JtRKF+2E3J05yulFgKRq1Lzfs3q4M66drM9CpLazwcxTiMwyM8xF20gIQhCRo2F80RPFDjURSSsRNFmIxJ5EAQEYyD5ro5hONHqC8SW5QwfYwZgEQoSHJq11lWf2/m/YHjg3EUBtB2xjGJoZsVj0Ig2x4DtI3Tef82WRSsyrmyTFJjZgSXNq2ptoJJ3vSSyvCSsiu64jMHFc25SevOYAP7LrOAZaHdUxa67P2KmubGbPLMKVuH5iHXJv/FzSq7HKe1UGVluWJ3g5aVBFtAe0FYCM2ZlRsHKNPCeQW2ppoy6+7cc0v481P4PzgLhiQa4m/h4OTzdh076AP6iA4QQZ/QCfqKTtEEMY94U+/So/7IT3zm8zup721r3qO/wle/ASe1xmg=</latexit>

g(ci, z) = z>Wci 2 R

<latexit sha1_base64="2oFz8YivXqY5nnMgjBd2tT2GfKk=">AAACv3iclVFdi9NAFJ3Er7V+1fXRl8EiVFzKTEhqAwqrvvi4gt0uNDFMptN06OSDmZtla8if9EHw3zjJVtCighcGDueee8+de9NKSQOEfHfcGzdv3b5zdHdw7/6Dh4+Gj4/PTVlrLua8VKW+SJkRShZiDhKUuKi0YHmqxCLdvu/yi0uhjSyLT7CrRJyzrJBryRlYKhl+y8ZN1LdZ6iyNGzKZhsQP/RMyIX10gPo+9VqeyPYEH6jJNPDpzIoCQmc0sMALKCFe+6V9gd/gy88RlBWOQFxBg4EVG9yOFwk9bPNPU/wSLxLvv5yT4cgqvFnge7hLkJCGuJeGUx/Tvc0I7eMsGX6NViWvc1EAV8yYJSUVxA3TILkS7SCqjagY37JMLC0sWC5M3PQDtfi5ZVZ4XWr7CsA9+2tFw3JjdnlqlTmDjTnMdeSfcssa1rO4kUVVgyj4tdG6VhhK3B0Tr6QWHNTOAsa1tLNivmGacbAnH9gl/Pwp/js49yY0mJCP/uj03X4dR+gpeobGiKJX6BR9QGdojrjz2kmdraPct27mFm51LXWdfc0T9Fu4ux9+68k9</latexit>

g(ci, z) = v> tanh (W1ci +W2z)

<latexit sha1_base64="CfQsrwDzBe55TH8xWCaA/egdhrY=">AAACpHiclVHLitswFJU9fWTSV2a6nI3a0JJCCJKxM/GiEKaLdtFFQpsHJE6QFSURkR9IciE1/rL5i9nN31R2UmhDW+gFweHcc8+9ujdMBVcaoXvLPnvw8NHj2nn9ydNnz180Li7HKskkZSOaiEROQ6KY4DEbaa4Fm6aSkSgUbBLuPpT5yTcmFU/ir3qfsiAim5ivOSXaUMvG7aaVzyubmdyEQY46XR+5vttGHVRFCbDrYqegS1604YkadT0X94zIQ7iHPQMcDyPkFN+Ld/D9f6gXc52kp/p/zgKXjaYhnJ7nOrB0Qj72YeXtd12Ij0VNcIzBsnE3XyU0i1isqSBKzTBKdZATqTkVrKjPM8VSQndkw2YGxiRiKsiriQr4xjAruE6kebGGFftrRU4ipfZRaJQR0Vt1mivJP+VmmV73gpzHaaZZTA+N1pmAOoHlxeCKS0a12BtAqORmVki3RBKqzV3rZgk/fwr/DsZOB3sdNHSb/ZvjOmrgCrwGLYDBNeiDT2AARoBar6yP1sAa2m/tz/YXe3SQ2tax5iX4LezFD2Usv+o=</latexit>

g(ci, z) = z>ci
<latexit sha1_base64="mcwnX41AaTOwEk7RAA7l33muqdQ=">AAACrHiclVFba9RAFJ7EW10v3eqjL4OL0EKJMyHZbh6Eoi++WaHbriRxmcxOtkMnF2dOhDXk1/kPfPPfOElX0EUFDwx8fN93LnNOVitpgJDvjnvr9p279/bujx48fPR4f3zw5MJUjeZizitV6UXGjFCyFHOQoMSi1oIVmRKX2fWbXr/8LLSRVXkOm1qkBVuXMpecgaWW46/rwzYZysR6naUt8aYRCaLgmHhkiB7QIKB+x5eyO8Y7bjINAzqzppDQGQ0t8ENKiN996Y7wq/9wf0ygqnf9/5zlZWI+aWhX3XI8sYI/CwMf9xVJRCM89IimAabb5Anaxtly/C1ZVbwpRAlcMWNiSmpIW6ZBciW6UdIYUTN+zdYitrBkhTBpO0zW4ReWWeG80vaVgAf214yWFcZsisw6CwZXZlfryT9pcQP5LG1lWTcgSn7TKG8Uhgr3l8MrqQUHtbGAcS3trJhfMc042PuO7BJ+/hT/HVz4Hg098j6YnL7ermMPPUPP0SGi6ASdorfoDM0Rd46cd87C+eB67rkbu+mN1XW2OU/Rb+HmPwCymcPL</latexit>

g(ci, z) = z>ci/
p
d



Query-key-value view of attention

Attention function, 𝑓
𝑎" = 𝑔(𝒄" ,	𝒛)

𝜶 = softmax 𝒂
M𝒄 = ∑"%&' 𝛼" 𝒄"

Attention function, 𝑓
𝑎" = 𝑔(𝒌" ,	𝒒)
𝜶 = softmax 𝒂
M𝒄 = ∑"%&' 𝛼" 𝒗"

𝒒 = 𝑊𝑄 𝒛
𝒌" = 𝑊𝐾 𝒄"
𝒗" = 𝑊𝑉 𝒄"

Projected query,key,value
𝒒 = 𝑊𝑄 𝒛
𝐾 = 𝑊𝐾𝐶𝑇
𝑉 = 𝑊𝑉𝐶𝑇

Matrix form



Self-attention
• Attention (correlation) with different parts of itself

• Transformers: modules with scaled dot-product self-attention



Transformers

•NIPS’17: Attention is All You Need
• Originally proposed for NMT (encoder-
decoder framework)
• Key idea: Multi-head self-attention
• No recurrence structure so training can 
be parallelized



Modelling Sequences -- Transformers

• Each Transformer block has two sub-layers
• Multi-head attention
• 2-layer feedforward NN (with ReLU)

• Each sublayer has a residual 
connection and a layer normalization

LayerNorm(𝑥 + SubLayer(𝑥))

• Input layer has a positional encoding

Helps the training 
process! 



Modelling Sequences -- Transformers



Scaled Dot Product Attention
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𝑄 = 𝑊: 𝑋3

𝐾 = 𝑊;𝐶3

𝑅𝑒𝑡𝑢𝑟𝑛 9𝑉 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥
𝑄3𝐾
𝑑<

𝑉

Let 𝑋 ∈ ℝ=×?! be a matrix of task context 
vectors to attend to
Let 𝐶 ∈ ℝ@×?" be a matrix of input vectors to
attend over

WA ∈ ℝ?#×?"
WB ∈ ℝ?#×?!

Attention Is All You Need https://arxiv.org/pdf/1706.03762.pdf

𝑉 = 𝑊C𝐶3 WA ∈ ℝ?$×?"

𝑺𝑫𝑷𝑨𝒕𝒕𝒆𝒏𝒕𝒊𝒐𝒏 𝑿, 𝑪 :

9𝑉 ∈ ℝ=×?$ be a matrix of attended values

Efficient, stable training

https://arxiv.org/pdf/1706.03762.pdf


𝑺𝑫𝑷𝑨𝒕𝒕𝒆𝒏𝒕𝒊𝒐𝒏 𝑪, 𝑪 :

Modelling Sequences -- Transformers



Multi-head attention
One head is not expressive enough. Let’s have multiple heads!

In practice, ℎ = 8, 
𝑑 = 𝑑!"#/ℎ,𝑊$ ∈ ℝ%!"#×%!"#

𝐴(𝑄,𝐾, 𝑉) = Concat(head!, … , head<)𝑊D

head2 = 𝐴(𝑊:%𝑋
3,𝑊;%𝑋

3,𝑊C% 𝑋
3)



Transformers: Encoding position
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Attention Is All You Need https://arxiv.org/pdf/1706.03762.pdf

𝑺𝑫𝑷𝑨𝒕𝒕𝒆𝒏𝒕𝒊𝒐𝒏 𝒀, 𝒀 :

https://arxiv.org/pdf/1706.03762.pdf


Modelling Sequences -- Transformers

• Each Transformer block has two sub-layers
• Multi-head attention
• 2-layer feedforward NN (with ReLU)

• Each sublayer has a residual 
connection and a layer normalization

LayerNorm(𝑥 + SubLayer(𝑥))

• Input layer has a positional encoding

Helps the training 
process! 

Provides non-linearity



Transformers

• Encoder: Multi-headed self-attention
• Decoder
• Masked self-attention 

• Cross attention 
• queries: previous decoder layer
• keys/values: output of encoder

• Autoregressive decoding
Encoder Decoder



Transformers
• Stacked into multi-layers
• For language, input embedding is subwords
• Byte-pair encoding (BPE) / Word pieces 

• Other training details:
• Learning rate with warmup and decay

• Label smoothing: one-hot vector + noise 
The Annotated Transformer http://nlp.seas.harvard.edu/2018/04/03/attention.html
A Jupyter notebook which explains how Transformer works line by line in PyTorch!

http://nlp.seas.harvard.edu/2018/04/03/attention.html


Transformers are used for everything!

PapersWithCode newsletter (1/20/2021)
https://paperswithcode.com/newsletter/3



Next time
• Multimodal representations


