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Content generation from language



Content generation from 
language



Translating across modalities

Encoder Decoder

Vector 
representation

A white bird with 
a black crown 
and yellow beak

Text Image

“StackGAN: Text to Photo-realistic Image Synthesis with Stacked Generative Adversarial Networks”
[Zhang et al, ICCV 2017]



Translating across modalities

Encoder Decoder

Vector 
representation

a teapot in the shape of a pikachu.  
a teapot imitating a pikachu

Text Image

“Dall-e”
[Ramesh et al, https://openai.com/blog/dall-e/]



Translating across modalities

Encoder Decoder

Vector 
representation

Brown colored dining table. 
It has four legs made of wood.

“Text2Shape: Generating Shapes from Natural Language by Learning Joint Embeddings”
[Chen et al, ACCV 2018]

Text 3D Shape



How is generating images
and shapes different from 

generating text?



Encoder Decoder

Vector 
representation

man in black shirt 
is playing guitar

Translating across modalities

“Deep Visual-Semantic Alignments for Generating Image Descriptions”
[Karpathy and Fei-Fei CVPR 2015]

Image captioning

Image Text



Generating Content
• Note: retrieval as most basic form of generation



Generation as retrieval

“Learning Deep Representations of Fine-Grained Visual Descriptions” (Reed et al, CVPR 2016)

“Text2Shape: Generating Shapes from Natural Language by Learning Joint Embeddings” (Chen et al, ACCV 2018)

-

Circular glass coffee table with 
two sets of wooden legs that 
clasp over the round glass edge.

A brown wooden moon shaped
table with three decorative legs
with a wooden vine shaped 
decoration base connecting
the legs.

Dark brown wooden chair 
with adjustable back rest and 
gold printed upholestry. 
Designed for comfort.

1 It͛s a dark brown, 
upholstered chair 

with arms and
a curved 

rectangular back

a) 3D shapes and natural language descriptions b) Joint embedding of text and 3D shapes c1) Text-to-shape retrieval

2

3
A dark brown wooden 
dining chair with red 

padded seat and 
round red pad back

c2) Text-to-shape generation
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͞round table͟

͞brown wooden͟
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Combined multimodal association model

Learn joint embedding à Embed and retrieve



Generating Content
• Note: retrieval as most basic form of generation
• Can also retrieve + edit

• Note : can model as output as a sequence and generate 
autoregressively

https://ml.berkeley.edu/blog/posts/AR_intro/



Autoregressive captioning

h0

x0
<START>

y0

<START>

straw

h1

y1

hat

h2

y2

straw hat

sample
<END> token
=> finish.

test image

straw hat

Output from previous step is fed as input into next



How to get different ouputs?
Decoding strategies:
• Greedy decoding
• Take argmax &! '

• Beam search
• Sampling
• Basic sampling: sample from &! '
• Top-n sampling: restrict to top n words
• Top-p sampling: restrict to top p proportion of words

• Temperature scaling (make distribution less spiky)



“wrongly called deconvolutions”

• Note: retrieval as most basic form of generation

• Note : can model as output as a sequence and generate 
autoregressively

• Decoders: 
• Language: RNNs/Transformers 
• Images/Voxels: CNNs with upsampling

Generating Content

Radford et al, “Unsupervised Representation Learning with Deep 
Convolutional Generative Adversarial Networks”, ICLR 2016



Taxonomy of machine learning models

Discriminative models:
Learn p(y|x)

Conditional Generative Model: 
Learn p(x|y) 

Generative Model:
Learn p(x)

Assign labels to data

Feature learning (with labels)

Detect outliers

Feature learning (without labels)

Sample to generate new data

Assign labels, while rejecting outliers!

Generate new data conditioned on 
input labels

Models different probability distributions

Slide credit: Justin Johnson (https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html, L19,20)

https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html


Taxonomy of machine learning models

Discriminative models:
Learn p(y|x)

Models different probability distributions

Adapted from slides by Justin Johnson 



Taxonomy of machine learning models

Generative Model:
Learn p(x)

Models different probability distributions

Adapted from slides by Justin Johnson 



Taxonomy of machine learning models

Conditional Generative Model: 
Learn p(x|y) 

Models different probability distributions

Adapted from slides by Justin Johnson 



Taxonomy of machine learning models

Discriminative models:
Learn p(y|x)

Conditional Generative Model: 
Learn p(x|y) 

Generative Model:
Learn p(x)

Assign labels to data

Feature learning (with labels)

Detect outliers

Feature learning (without labels)

Sample to generate new data

Assign labels, while rejecting outliers!

Generate new data conditioned on 
input labels

Models different probability distributions

Slide credit: Justin Johnson (https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html, L19,20)

https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html


Can compute p(x)
- Autoregressive
- Flow-based models

Taxonomy of generative models

Figure copyright and adapted from Ian Goodfellow, Tutorial on Generative Adversarial Networks, 2017.

Generative models

Explicit density Implicit density

DirectTractable density Approximate density Markov Chain

Variational Markov Chain

Variational Autoencoder Boltzmann Machine

Generative 
Stochastic 
Networks (GSN)

Generative  
Adversarial 
Networks (GAN)

Can compute 
approximation to p(x)

Model can compute p(x)
Model does not explicitly compute 
p(x), but can sample from p(x)



Different types of generative models

Figure credit: https://lilianweng.github.io/lil-log/2021/07/11/diffusion-models.html



Can compute p(x)
- Autoregressive
- NADE / MADE
- NICE / RealNVP
- Glow 
- Ffjord

Taxonomy of generative models

Figure copyright and adapted from Ian Goodfellow, Tutorial on Generative Adversarial Networks, 2017.

Generative models

Explicit density Implicit density

DirectTractable density Approximate density Markov Chain

Variational Markov Chain

Variational Autoencoder Boltzmann Machine

Generative 
Stochastic 
Networks (GSN)

Generative  
Adversarial 
Networks (GAN)

Can compute 
approximation to p(x)

Model can compute p(x)
Model does not explicitly compute 
p(x), but can sample from p(x)



Explicit Density Estimation

Slide credit: Justin Johnson (https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html, L19,20)

https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html


Explicit Density: Autoregressive models

Slide credit: Justin Johnson (https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html, L19,20)

This is exactly what we had with the language modeling with RNNs and 
Transformers for captioning

https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html


PixelRNN

Slide credit: Justin Johnson (https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html, L19,20)

https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html


Slide credit: Justin Johnson (https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html, L19,20)

https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html


Autoregressive models: PixelRNN and PixelCNN

Slide credit: Justin Johnson (https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html, L19,20)

https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html


Text-based image generation with PixelCNN

Text- and Structure-conditional PixelCNN, http://www.scottreed.info/files/txtstruct2pixel.pdf, Reed et al, 2016

http://www.scottreed.info/files/txtstruct2pixel.pdf


Text + segmentations

Text- and Structure-conditional PixelCNN, http://www.scottreed.info/files/txtstruct2pixel.pdf, Reed et al, 2016

http://www.scottreed.info/files/txtstruct2pixel.pdf


Text + keypoints

Text- and Structure-conditional PixelCNN, http://www.scottreed.info/files/txtstruct2pixel.pdf, Reed et al, 2016

http://www.scottreed.info/files/txtstruct2pixel.pdf


Can compute p(x)
- Autoregressive
- Flow-based models

Taxonomy of generative models

Figure copyright and adapted from Ian Goodfellow, Tutorial on Generative Adversarial Networks, 2017.

Generative models

Explicit density Implicit density

DirectTractable density Approximate density Markov Chain

Variational Markov Chain

Variational Autoencoder Boltzmann Machine

Generative 
Stochastic 
Networks (GSN)

Generative  
Adversarial 
Networks (GAN)

Can compute 
approximation to p(x)

Model can compute p(x)
Model does not explicitly compute 
p(x), but can sample from p(x)



Generative Adversarial Networks (GAN)



Text to image with GANs
• Generator and Discriminator are alternately trained

Generative Adversarial Text to Image Synthesis, https://arxiv.org/pdf/1605.05396v2.pdf, Reed et al, ICML 2016

https://arxiv.org/pdf/1605.05396v2.pdf


Text to image with GANs
• Image encoder (CNN !) and text encoder (char-CNN-RNN φ) 

are pre-trained to produce a joint embedding where the 
embedded representations can be used to predict the class 
label of the image

Generative Adversarial Text to Image Synthesis, https://arxiv.org/pdf/1605.05396v2.pdf, Reed et al, ICML 2016

https://arxiv.org/pdf/1605.05396v2.pdf


Datasets
• CUB-200 (Birds)
• 11,788 images of birds from 

200 categories

• Oxford-102 (Flowers)
• 8,189 images of flowers from 

102 categories

• MSCOCO
• 330K images

• 5 captions per image

Caltech-UCSD-Birds (CUB) 200



Text to image with GANS: Results
• CLS: Add discriminator to distinguish if (image,text) match or not

(real image, right text), (real image, wrong text), (fake image, right text) 

• INT: Add interpolated text embeddings (fake additional text embeddings)

Generative Adversarial Text to Image Synthesis, https://arxiv.org/pdf/1605.05396v2.pdf, Reed et al, ICML 2016

https://arxiv.org/pdf/1605.05396v2.pdf


Generative Adversarial Text to Image Synthesis, https://arxiv.org/pdf/1605.05396v2.pdf, Reed et al, ICML 2016

Text to image with GANS: Results

Very low res!
64 x 64

Follow up work:
128 x 128

Still low res!

https://arxiv.org/pdf/1605.05396v2.pdf


StackGAN

StackGAN: Text to Photo-realistic Image Synthesis with Stacked Generative Adversarial Networks 
https://arxiv.org/pdf/1612.03242.pdf, Zhang et al, ICCV 2017

Generate low resolution, and then pass through 
another GAN for improved resolution

https://arxiv.org/pdf/1612.03242.pdf


StackGAN: Results

StackGAN: Text to Photo-realistic Image Synthesis with Stacked Generative Adversarial Networks 
https://arxiv.org/pdf/1612.03242.pdf, Zhang et al, ICCV 2017

https://arxiv.org/pdf/1612.03242.pdf


StackGAN: Results

StackGAN: Text to Photo-realistic Image Synthesis with Stacked Generative Adversarial Networks 
https://arxiv.org/pdf/1612.03242.pdf, Zhang et al, ICCV 2017

https://arxiv.org/pdf/1612.03242.pdf


StackGAN: Evaluation
• Inception Score:
• Use inception model to predict class y
• Want good models to generate diverse but meaningful images
• Large distance between marginal prior (of labels) and conditional prior

• Human rank images generated by models

StackGAN: Text to Photo-realistic Image Synthesis with Stacked Generative Adversarial Networks 
https://arxiv.org/pdf/1612.03242.pdf, Zhang et al, ICCV 2017

https://arxiv.org/pdf/1612.03242.pdf


StackGAN++

StackGAN++: Realistic Image Synthesis with Stacked Generative Adversarial Networks 
https://arxiv.org/pdf/1710.10916.pdf, Zhang et al, TPAMI 2018

Joint Discriminator 
• if image is real/fake (unconditional loss) 
• if text+image match (conditional loss)Generalization of StackGAN (Multiscale)

Color constancy regularization

https://arxiv.org/pdf/1710.10916.pdf


StackGAN++
• Generalization of StackGAN (arbitrary number of 

Generators/Discriminators)
• Color constancy regularization
• Joint Discriminator (similar to +CLS from Reed et al)

• if image is real/fake (unconditional loss) 
• if text+image match (conditional loss)

• Alternately train generator and discriminator

StackGAN++: Realistic Image Synthesis with Stacked Generative Adversarial Networks 
https://arxiv.org/pdf/1710.10916.pdf, Zhang et al, TPAMI 2018

https://arxiv.org/pdf/1710.10916.pdf


StackGAN++: Results
• FID (Frechet Inception distance): measures distance between 

generated and real distribution

StackGAN++: Realistic Image Synthesis with Stacked Generative Adversarial Networks 
https://arxiv.org/pdf/1710.10916.pdf, Zhang et al, TPAMI 2018

https://arxiv.org/pdf/1710.10916.pdf


AttnGAN
• Attention based similarity matching of image and text that tries to align 

regions of the image to words in the text
• m generators (("), each taking hidden state ℎ" to produce image *+"

AttnGAN: Fine-Grained Text to Image Generation with Attentional Generative Adversarial Networks
https://arxiv.org/pdf/1711.10485.pdf, Xu et al, CVPR 2018

https://arxiv.org/pdf/1711.10485.pdf


• Attention based similarity matching of image and text that tries to align 
regions of the image to words in the text
• m generators (("), each taking hidden state ℎ" to produce image *+"
• Total Loss:

• Main contribution:
• Semi-supervised training to match image regions to text
• Attention-based match score !(#, %)of image (Q) to text (D) based on attention-

based match of words to regions in the image
• Train to optimize match based on words (w) and sentences (s)
• Estimate probability of text given image and vice versa

AttnGAN: 

AttnGAN: Fine-Grained Text to Image Generation with Attentional Generative Adversarial Networks
https://arxiv.org/pdf/1711.10485.pdf, Xu et al, CVPR 2018

https://arxiv.org/pdf/1711.10485.pdf


AttnGAN: Results

Inception Scores

AttnGAN: Fine-Grained Text to Image Generation with Attentional Generative Adversarial Networks
https://arxiv.org/pdf/1711.10485.pdf, Xu et al, CVPR 2018

https://arxiv.org/pdf/1711.10485.pdf


Cross-Modal Contrastive Learning
• GAN with contrastive losses

Cross-Modal Contrastive Learning for Text-to-Image Generation
https://arxiv.org/pdf/2101.04702.pdf, Zhang et al, CVPR 2021

https://arxiv.org/pdf/2101.04702.pdf


Can compute p(x)
- Autoregressive
- NADE / MADE
- NICE / RealNVP
- Glow 
- Ffjord

Taxonomy of generative models

Figure copyright and adapted from Ian Goodfellow, Tutorial on Generative Adversarial Networks, 2017.

Generative models

Explicit density Implicit density

DirectTractable density Approximate density Markov Chain

Variational Markov Chain

Variational Autoencoder Boltzmann Machine

Generative 
Stochastic 
Networks (GSN)

Generative  
Adversarial 
Networks (GAN)

Can compute 
approximation to p(x)

Model can compute p(x)
Model does not explicitly compute 
p(x), but can sample from p(x)



Variational Autoencoders
• PixelRNN/PixelCNN explicitly parameterizes density function with a 

neural network, so we can train to maximize likelihood of training data

• Variational Autoencoders (VAE) use an intractable density that we 
cannot explicitly compute or optimize

• But we will be able to directly optimize a lower bound on the density

Slide credit: Justin Johnson (https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html, L19,20)

Assume data can be broken into subparts!

What if we don’t make this assumption?

<latexit sha1_base64="FODv8vRG1tND6KP5K/b4nm7BxYk=">AAACKXicbVBNSwMxEM36WevXqkcvwSK0UMuuiHopFL14VLAqdOuSzaZtaHazJLNiWft3vPhXvCgo6tU/YloLauuDgZf3ZsjMCxLBNTjOuzU1PTM7N59byC8uLa+s2mvrF1qmirI6lUKqq4BoJnjM6sBBsKtEMRIFgl0G3eOBf3nDlOYyPodewpoRace8xSkBI/l2LfE96DAgxdsSrmIvUTL0M6i6/etz/OP5gO/wre+WsSdCCbpsHhnsuP2SbxecijMEniTuiBTQCKe+/eyFkqYRi4EKonXDdRJoZkQBp4L1816qWUJol7RZw9CYREw3s+GlfbxtlBC3pDIVAx6qvycyEmndiwLTGRHo6HFvIP7nNVJoHTYzHicpsJh+f9RKBQaJB7HhkCtGQfQMIVRxsyumHaIIBRNu3oTgjp88SS52K+5+Zfdsr1A7GsWRQ5toCxWRiw5QDZ2gU1RHFN2jR/SCXq0H68l6sz6+W6es0cwG+gPr8wvufKUx</latexit>

p✓(x) =
TY

t=1

p✓(xt|x1, . . . , xt�1)

https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html


(Regular, non-variational) Autoencoders

Slide credit: Justin Johnson (https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html, L19,20)

https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html


Slide credit: Justin Johnson (https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html, L19,20)

(Regular, non-variational) Autoencoders

https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html


Variational Autoencoders
• Autoencoders
• Not probabilistic
• No sampling

Latent representation!

Assume simple prior p(z), e.g. Gaussian with mean 
How to sample?

• Variational
• Probabilistic Assume z is latent representation 

that we can sample from to 
generate image x.
1. Learn latent representation
2. Sample to generate images

Adapted from slides by Justin Johnson 



Variational Autoencoders
• Autoencoders
• Not probabilistic
• No sampling

Latent representation!

Assume simple prior p(z), e.g. Gaussian with mean 
How to sample?

• Variational
• Probabilistic

Adapted from slides by Justin Johnson 



Variational Autoencoders
• Let’s maximize the likelihood of data!  Need to compute 

Assume simple prior p(z), e.g. Gaussian with mean 
How to sample?

• Variational
• Probabilistic

Adapted from slides by Justin Johnson 

Marginalize? Bayes Rule?



Variational Autoencoders
• Let’s maximize the likelihood of data!  Need to compute 

Assume simple prior p(z), e.g. Gaussian with mean 
How to sample?

• Variational
• Probabilistic

Adapted from slides by Justin Johnson 

Bayes Rule?
Let’s train 
encoder and 
decoder jointly!



Variational Autoencoders (VAE)

Adapted from slides by Justin Johnson 



Variational AutoEncoders (VAE) Bunch of math to get a lower 
bound that we can optimize for!

Adapted from slides by Justin Johnson 



Variational AutoEncoders (VAE)

Apply expectation (safely because x doesn’t depend on z) 

Bunch of math to get a lower 
bound that we can optimize for!

Adapted from slides by Justin Johnson 



Variational AutoEncoders (VAE) Bunch of math to get a lower 
bound that we can optimize for!

Adapted from slides by Justin Johnson 



Variational Autoencoders (VAE)

Adapted from slides by Justin Johnson 



Text-based image generation with VAE

Generating Images from Captions with Attention 
https://arxiv.org/pdf/1511.02793.pdf, Mansimov et al, ICLR 2016

https://arxiv.org/pdf/1511.02793.pdf


Generating Images from Captions with Attention 
https://arxiv.org/pdf/1511.02793.pdf, Mansimov et al, ICLR 2016

Text-based image generation with VAE

https://arxiv.org/pdf/1511.02793.pdf


Compare AR and VAE models

Slide credit: Justin Johnson (https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html, L19,20)

https://web.eecs.umich.edu/~justincj/teaching/eecs498/FA2020/schedule.html


Combine VAE + Autoregressive
Vector-Quantized Variational Autoencoder (VQ-VAE)

Neural Discrete Representation Learning
https://arxiv.org/pdf/1711.00937.pdf, Oord et al, NIPS 2017

• Autoregressively model images
• But instead of directly on pixels, on image patches compressed 

into image ``tokens’’ using VAE

• Two-stage training process

https://arxiv.org/pdf/1711.00937.pdf


• Two-stage training process
• Use VAE to create a code book to 

encode image patch into latent 
quantized discrete vector 

Combine VAE + Autoregressive
Vector-Quantized Variational Autoencoder (VQ-VAE)

Neural Discrete Representation Learning
https://arxiv.org/pdf/1711.00937.pdf, Oord et al, NIPS 2017

• Use autoregressive model (PixelCNN) to model latent prior p(z)

128x128 class-conditional results 
trained on ImageNet

kit fox
gray 

whale
brown
bear

admiral
butterfly

https://arxiv.org/pdf/1711.00937.pdf


Combine VAE + Autoregressive
Vector-Quantized Variational Autoencoder (VQ-VAE2)
• Hierarchical VQ-VAE

Generating Diverse High-Fidelity Images with VQ-VAE-2
https://arxiv.org/pdf/1906.00446.pdf, Razavi et al, NeurIPS 2019

https://arxiv.org/pdf/1906.00446.pdf


VQ-VAE2 Results

Generating Diverse High-Fidelity Images with VQ-VAE-2
https://arxiv.org/pdf/1906.00446.pdf, Razavi et al, NeurIPS 2019

https://arxiv.org/pdf/1906.00446.pdf


VQ-VAE2 Results

Generating Diverse High-Fidelity Images with VQ-VAE-2
https://arxiv.org/pdf/1906.00446.pdf, Razavi et al, NeurIPS 2019

https://arxiv.org/pdf/1906.00446.pdf


VQ-VAE2 Results

Generating Diverse High-Fidelity Images with VQ-VAE-2
https://arxiv.org/pdf/1906.00446.pdf, Razavi et al, NeurIPS 2019

https://arxiv.org/pdf/1906.00446.pdf


DALL-E
• Like VQ-VAE2 but
• Conditioned on text
• Large network trained with tons of data

• Used 3.3M text/image pairs (Conceptual Captions) for 1.2B parameter model
• Used 120 text/image pairs (collected from Internet) for 12B parameter model

• Uses autoregressive transformer vs PixelCNN
• Uses CLIP to rerank generated images (vs classifier network trained on 

ImageNet)

“Dall-e”
[Ramesh et al, https://openai.com/blog/dall-e/]



DALL-E: Results



DALL-E: Results



Diffusion models
• Define Markov chain of transitions from input to series of latent 

variables.  

• Forward process (diffusion process)

• Reverse diffusion: recreate sample (image) from latent (gaussian noise)

Figure credit: https://lilianweng.github.io/lil-log/2021/07/11/diffusion-models.html

<latexit sha1_base64="ArLSYJotKn2e7HdqZS3C212Z/SM=">AAACx3icjVFNT9wwEHVSWuj2a9seuVisKlGprOIKQdUKCZUeygVRaReQNtto4jhgcOKsPUGsrBz6F3vrpb+l3g9El+2hI9l6em9m/DyTVkpajKJfQfhg5eGj1bXHrSdPnz1/0X756sTq2nDR51ppc5aCFUqWoo8SlTirjIAiVeI0vTqY6KfXwlipyx6OKzEs4LyUueSAnkrav0ebcQF4kebupkmQxj7Z33eUwy3WvKV7M46DckfNQsknGtuRQcfoFo1TgZBgs9Tg3a10Kxz6nvGohqy1YMCxj71m2UQ0NVAZnX3v+YZ7rKH/5ztpd6JuNA26DNgcdMg8jpP2zzjTvC5EiVyBtQMWVTh0YFByJZpWXFtRAb+CczHwsIRC2KGb7qGhbzyT0Vwbf0qkU/bvCgeFteMi9ZkTo/a+NiH/pQ1qzD8MnSyrGkXJZw/ltaKo6WSpNJNGcFRjD4Ab6b1SfgEGOPrVt/wQ2P0vL4OT9122093+tt3Z/zwfxxpZJxtkkzCyS/bJV3JM+oQHX4LLwAYYHoY6vA5vZqlhMK95TRYi/PEHNL3eiw==</latexit>

q(xt|xt�1) = N (xt;
p

1� �txt�1,�tI) q(x1:T |x0) =
TY

t=1

q(xt|xt�1)

(Image source: Sohl-Dickstein et al., 2015)

https://arxiv.org/abs/1503.03585


GLIDE: Diffusion Models

GLIDE: Towards Photorealistic Image Generation and Editing with Text-Guided Diffusion Models
https://arxiv.org/pdf/2112.10741.pdf, Nichol et al, arXiv 2021

• Large diffusion 
model

https://arxiv.org/pdf/2112.10741.pdf


Evaluating generated 
content



Evaluation
• Evaluation of these models are tricky!

• What makes for a good generation?

• General
• Is the generated content high quality?
• Does it match the distribution?
• Is it diverse?

• For language conditioned generation: 
• Does the generated content match the language?
• Are salient aspects of the language captured in the objects, appearance, and 

relationships?



GAN evaluation
• Inception Score:
• Use inception model to predict class y
• Want good models to generate diverse but meaningful images
• Large distance between marginal prior (of labels) and conditional prior

• FID (Frechet Inception distance): measures distance between 
generated and real distribution
• Human rank images generated by models



Metrics
• R-Precision (retrieval)
• Randomly sample 99 other captions, where is the input caption ranked 

(using cosine similarity) compared to the rest (is it in the top r)?

• Visual similarity (VS)
• how well does the encoded text and image match) 
• High variance, dependency on the specific encoders used

• Semantic Object Accuracy (SOA)
• Use pretrained object detector to match words in text

• Captioning – generate caption and evaluate with original 
caption using standard captioning metrics

Adversarial Text-to-Image Synthesis: A Review
https://arxiv.org/pdf/2101.09983.pdf, Frolov et al, 2021

https://arxiv.org/pdf/2101.09983.pdf


Metrics

Adversarial Text-to-Image Synthesis: A Review
https://arxiv.org/pdf/2101.09983.pdf, Frolov et al, 2021

https://arxiv.org/pdf/2101.09983.pdf


Next time
• Monday: Paper presentations and discussions
• (Tristan) Cross-Modal Contrastive Learning for Text-to-Image Generation

• (Han-Hung) GLIDE: Toward Photorealist Image Generation

• Wednesday: Compositionality and structured representations


