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Interactive language learning



What is interactive 
language learning?



How do people learn language?
• Not just with static 

training pairs
• By interaction, through others



What is interactive machine learning?
• People provide feedback to the computer 
• Also known as ``Human-in-the-loop’’
• The world is constantly changing, learned models also need to 

evolve.



InteractiveTraditional

Power to the People: The Role of Humans in Interactive Machine Learning, Amershi et al, AI Magazine, 2014



ML taxonomy

https://www.trivedigaurav.com/blog/on-interactive-machine-learning/

Human-in-the-loop algorithms

Interactive 
learning

Supervised learning Active
learning

Imitation 
learning

Reinforcement
learning

• Active learning: identify set of examples that should be labeled
• Ideal setting: Interactively query user for labels
• Often in papers: start with fully labeled set, assume that labels are not 

known for a part of the data, and then study what strategy to select a set 
to label will be best  

Learning from expert!  Can be from 
programmatic oracle or human.

Can get reward/signal from 
human or environment



What is interactive language learning?
Agent (model) learns language interactively either through
• Human feedback (like in interactive machine learning) 
• Environment feedback (more traditionally known as 

grounded/situated language learning)

Commonality: 
• interactive feedback indicating if an action or response is correct 
• updating of model (weights) based on feedback
• ideally happens in real time, but practically there is still the train, 

test, deploy cycle



Interactive language learning
(with human feedback)



Interactive language learning

Interactive Visual Grounding of Referring Expressions for Human-Robot Interaction.

http://www.roboticsproceedings.org/rss14/p28.pdf
https://github.com/MohitShridhar/ingress

Shridhar et al, RSS, 2018

• Human: instructs the robot to pick up an object
• Robot: identifies the object to be picked up 

• If uncertain, asks the user ``do you mean …’’ while pointing to the object
• Human responds: ``yes’’ or ``no’’

http://www.roboticsproceedings.org/rss14/p28.pdf
https://github.com/MohitShridhar/ingress


Interactive language learning
• Robotics paper: A lot of work building up this whole system!
• Method: INGRESS (combines DenseCap + Referring expressions)

Faster-RCNN
2D bounding boxes

More recent approach will work with RGBD or 3D directly

RGBD

Use depth to go to 3D 
bounding box

Consider robot vs user 
perspective (my/your 
keywords)

High level control:
PickUp: Given 3D 
bounding box, plan 
top-down or side grasp 
Put:
End effector control

Shridhar et al, RSS, 2018



Interactive language learning
INGRESS

Generate set of 
Candidate Objects
(image regions)

Self-Referential

• Does not consider 
relationships to other 
objects

• Consider subexpressions 
from the input

Relational

• Captures relationships 
to other objects

• Examines pair-wise 
relations between 
candidate objects

More recent approaches will use attention (transformers), graph neural networks, 

Grounding by generation: for each object, 
generate phrase and match it against input

Shridhar et al, RSS, 2018



Shridhar et al, RSS, 2018



Learning language through interaction

Learning Language Games through Interaction
http://shrdlurn.sidaw.xyz/

Wang et al, ACL, 2016

Human 
• Has a goal, cannot perform action
• Can use language, provide feedback

Computer
• Does not know goal, can perform action
• Does not understand language

Game: 
• Computer predicts an action (initially just random)
• Human provide feedback on correct or not

Can we teach the computer to understand language
through interactions?

http://shrdlurn.sidaw.xyz/


Model

http://shrdlurn.sidaw.xyz/, Wang et al, ACL, 2016

Learning language through interaction

Log-linear model with L1 loss, optimized using AdaGrad

http://shrdlurn.sidaw.xyz/


Results

Non-pragmatic model Pragmatic  model

http://shrdlurn.sidaw.xyz/, Wang et al, ACL, 2016

Learning language through interaction

http://shrdlurn.sidaw.xyz/


http://shrdlurn.sidaw.xyz/, Wang et al, ACL, 2016

http://shrdlurn.sidaw.xyz/


http://shrdlurn.sidaw.xyz/, Wang et al, ACL, 2016

http://shrdlurn.sidaw.xyz/


http://shrdlurn.sidaw.xyz/, Wang et al, ACL, 2016

http://shrdlurn.sidaw.xyz/


http://shrdlurn.sidaw.xyz/, Wang et al, ACL, 2016

http://shrdlurn.sidaw.xyz/




Can be adapted to real world applications

https://nlp.stanford.edu/blog/interactive-language-learning/



Follow-up work
• Let users write programs using natural language

Naturalizing a programming language via interactive learning
https://arxiv.org/pdf/1704.06956.pdf

Wang et al, ACL, 2017

https://arxiv.org/pdf/1704.06956.pdf


Interactive language acquisition

• Learn about new objects with 
• a conversational game between teacher and learner

• Learner needs to:
• Extract + remember important information (Interpreter) 
• Ask question (Speaker)
• Name novel objects (Speaker)

Interactive Language Acquisition with One-shot Visual Concept Learning through a Conversational Game
https://arxiv.org/pdf/1805.00462.pdf

Zhang et al, ACL, 2018

This is a pineapple
What is this It is a pineappleLearner

Teacher What is this It is a giraffe
It is a giraffeWhat is this 

https://arxiv.org/pdf/1805.00462.pdf


https://arxiv.org/pdf/1805.00462.pdf, Zhang et al, ACL, 2018

Teacher (select random object for session):
- Ask question
- Answer question / Make statement
- Say nothing

Learner is rewarded for
• Asking question: +0.1
• Providing correct answer: +1 

(session terminates)
• Incorrect answer: -1

Incoherent Meaning interaction after training Ask about unseen data

Interactive language acquisition

FruitAnimal

https://arxiv.org/pdf/1805.00462.pdf


• Model: RNN with external memory

Interactive language acquisition

https://arxiv.org/pdf/1805.00462.pdf, Zhang et al, ACL, 2018

RNN

RNN

https://arxiv.org/pdf/1805.00462.pdf


Results
• Compared proposed training with combined imitation and reinforce 

learning loses against baselines
• Compared impact of image variations (dashed) against not using 

image variations (solid)

Image variations



Interactive language learning
(with environment feedback)

Grounded/Situated



Grounded natural language learning

Adapted from slide by Stefan Lee 28

Learning natural language by interacting with an environment

go to the green ball

Goal specified as an attributed object

Focus is on language learning – often study generalization to 
compositionally novel instances 

go to the small red object

the target is left of the hair dryer

go to any green object



Interactive language learning in TextWorld

Interactive Language Learning by Question Answering, 
https://arxiv.org/pdf/1908.10909.pdf, Yuan et al, EMNLP 2019 

• Text adventure game
• Information seeking actions
• Question answering actions

https://arxiv.org/pdf/1908.10909.pdf


30

• Grounded Language Learning in a Simulated 3D World arxiv.org/abs/1706.06551
• Understanding Grounded Language Learning Agents arxiv.org/abs/1710.09867

Slide credit: Stefan Lee

Grounded Language Learning

https://arxiv.org/abs/1706.06551
https://arxiv.org/abs/1710.09867


31

• Gated-Attention Architectures for Task-Oriented Language Grounding 
arxiv.org/abs/1706.07230

Slide credit: Stefan Lee

Grounded Language Learning

https://arxiv.org/abs/1706.07230


Grounded Language Learning

32

• Guided Feature Transformation (GFT): A Neural Language Grounding 
Module for Embodied Agents arxiv.org/abs/1805.08329

Slide credit: Stefan Lee

https://arxiv.org/abs/1805.08329


What is the difference from instruction following?
• Focus is less on measuring whether the agent can understand 

language and follow instructions correctly but on whether the 
agent can learn language
• Controlled settings to study specific aspects of language 

learning (measure what is learned)
Seen Test

Compositional
Generalization

go to

Train 1

fetch

Train 2
Learning

Curriculum



Gated-Attention Architectures for Task-
Oriented Language Grounding

34arxiv.org/pdf/1706.07230.pdf

Environment:

ViZDoom

Observation: Egocentric RGB Frame

Actions: turn_left, turn_right, forward

Goal Specification: Templated directions ``go to the red torch’’
Slide credit: Stefan Lee

https://arxiv.org/pdf/1706.07230.pdf


35arxiv.org/pdf/1706.07230.pdf

Experimental Setting:

Slide credit: Stefan Lee

Gated-Attention Architectures for Task-
Oriented Language Grounding

https://arxiv.org/pdf/1706.07230.pdf


Gated-Attention Architectures for Task-
Oriented Language Grounding

36arxiv.org/pdf/1706.07230.pdfSlide credit: Stefan Lee

Experimental Setting:

https://arxiv.org/pdf/1706.07230.pdf


Gated-Attention Architectures for Task-
Oriented Language Grounding

37arxiv.org/pdf/1706.07230.pdf

70 possible instructions (object / attribute combinations)

Slide credit: Stefan Lee

Experimental Setting:

https://arxiv.org/pdf/1706.07230.pdf


Gated-Attention Architectures for Task-
Oriented Language Grounding

38arxiv.org/pdf/1706.07230.pdf

70 possible instructions (object / attribute combinations)
55 used in training, 15 for test

Seen Test
Compositional
Generalization

Episodes end on contact with any object or after 50 steps.

Slide credit: Stefan Lee

Experimental Setting:

https://arxiv.org/pdf/1706.07230.pdf


Gated-Attention Architectures for Task-
Oriented Language Grounding

39arxiv.org/pdf/1706.07230.pdf

Model: Representation

Slide credit: Stefan Lee

https://arxiv.org/pdf/1706.07230.pdf


40arxiv.org/pdf/1706.07230.pdf

Model: Policy

Slide credit: Stefan Lee

Gated-Attention Architectures for Task-
Oriented Language Grounding

https://arxiv.org/pdf/1706.07230.pdf


Gated-Attention Architectures for Task-
Oriented Language Grounding

41arxiv.org/pdf/1706.07230.pdf

Results

vs.

Slide credit: Stefan Lee

https://arxiv.org/pdf/1706.07230.pdf


Gated-Attention Architectures for Task-
Oriented Language Grounding

42arxiv.org/pdf/1706.07230.pdf

MT = Seen instructions, same room, new combination of objects
ZSL = New instructions, same room, new combination of objects

Seen Test
Compositional
Generalization

Slide credit: Stefan Lee

Results

https://arxiv.org/pdf/1706.07230.pdf


Understanding Early Word Learning in 
Situated Artificial Agents 

43arxiv.org/pdf/1710.09867.pdfSlide credit: Stefan Lee

https://arxiv.org/pdf/1710.09867.pdf


44

Environment:

Observation: Egocentric RGB Frame

Actions: move-forward, move-back, move-left, move-right, look-left, 
look-right, strafe-left, strafe-right

Goal Specification: Single word descriptor
arxiv.org/pdf/1710.09867.pdfSlide credit: Stefan Lee

Understanding Early Word Learning in 
Situated Artificial Agents 

https://arxiv.org/pdf/1710.09867.pdf


45arxiv.org/pdf/1710.09867.pdf

Goal Specification: Single word descriptor

Slide credit: Stefan Lee

Understanding Early Word Learning in 
Situated Artificial Agents 

https://arxiv.org/pdf/1710.09867.pdf


46arxiv.org/pdf/1710.09867.pdf

Model:

Slide credit: Stefan Lee

Understanding Early Word Learning in 
Situated Artificial Agents 

https://arxiv.org/pdf/1710.09867.pdf


47arxiv.org/pdf/1710.09867.pdf

Experimental Setting:
Fixed room
Fixed spawn
Fixed object locations
Randomized objects

No notion of generalization

Interested in dynamics
of learning instead.

Slide credit: Stefan Lee

Understanding Early Word Learning in 
Situated Artificial Agents 

https://arxiv.org/pdf/1710.09867.pdf


Understanding Early Word Learning in 
Situated Artificial Agents 

48arxiv.org/pdf/1710.09867.pdf

Results

Do agents have ‘language bursts’ like infants?
Slide credit: Stefan Lee

https://arxiv.org/pdf/1710.09867.pdf


Understanding Early Word Learning in 
Situated Artificial Agents 

49arxiv.org/pdf/1710.09867.pdf
Does curriculum help? Some work suggests it does in humans.

Slide credit: Stefan Lee

Results

https://arxiv.org/pdf/1710.09867.pdf


Understanding Early Word Learning in 
Situated Artificial Agents 

50arxiv.org/pdf/1710.09867.pdf

What happens now when the agent see this?

red

square

dax

dax

Slide credit: Stefan Lee

Results

https://arxiv.org/pdf/1710.09867.pdf


Understanding Early Word Learning in 
Situated Artificial Agents 

51arxiv.org/pdf/1710.09867.pdf

Humans assume shape words. Agent leans towards color.
Slide credit: Stefan Lee

Results

https://arxiv.org/pdf/1710.09867.pdf


Why is there a bias toward shape 
based categories for human language?

The Emergence of the Shape Bias Results from Communicative Efficiency
https://arxiv.org/pdf/2109.06232.pdf, Portelance et al, CoNLL 2021 

Shape bias: humans will pick the right image

• Communicative need for shape
• Real world: shape is correlated 

with affordances

• Generate images of objects with 
10 shapes, 8 colors, 2 materials, 2 
sizes using CLEVR generator

https://arxiv.org/pdf/2109.06232.pdf


Next time / end of term

• Wednesday (4/6): Final project presentations
• Monday (4/11): Last day - final project presentations and conclusion


