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Today

• Intro to NLP
• What is language? NLP vs computational linguistics.
• Brief history of NLP
• Levels of representation in language
• Key questions of NLP

• Course Logistics



NLP is everywhere

3

Google translate Virtual assistants



Information finding
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Text to image generation

https://imagen.research.google/

A cute sloth holding a small treasure chest. 
A bright golden glow is coming from the chest.

a painting of a fox sitting in a field at 
sunrise in the style of Claude Monet

https://openai.com/dall-e-2/

DALL-E 2 Imagen

Try it out yourself: https://huggingface.co/spaces/stabilityai/stable-diffusion, 
https://www.craiyon.com/, https://www.midjourney.com/home/

https://huggingface.co/spaces/stabilityai/stable-diffusion
https://www.craiyon.com/
https://www.midjourney.com/home/


Copilot

Generate code from text!

https://github.com/features/copilot



What is language?

• Language is used to communicate
• Things, actions, abstract concepts

speaker listener

I got a new 
puppy!



What is language?

• Language puts categories on the world
• It discretizes a continuous space



What is language?

• Language picks out what is salient and important

• What concepts do we have words for?

fork



What is language?

• Language picks out what is salient and important

• What concepts do we have words for?

• Different languages have different discretization boundaries

锅
pot

pan



What is language?

• Language picks out what is salient and important

• What concepts do we have words for?

• Different languages have different discretization boundaries

http://pyersqr.org/classes/Ling731/Space2.htm

http://pyersqr.org/classes/Ling731/Space2.htm


Natural Language Processing

Building useful system to process language



Computational Linguistics

Using computers to study human language

(image credit: https://www.enterrasolutions.com/blog/computational-linguistics-and-natural-language-processing/)



Ted Underwood, David Bamman, and Sabrina Lee (2018), 
"The Transformation of Gender in English-Language Fiction," Cultural Analytics

Analyzing word usage in literature



Brief history of NLP
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Beginnings

Georgetown-
IBM 


experiment, 

1954

“Within three or five years, machine translation will be a solved problem”



SHRDLU (Winograd, 1968)

Video of actual system: https://www.youtube.com/watch?v=bo4RvYJYOzI

Person: Pick up a big red block.
Computer: OK.
Person: Grasp the pyramid.
Computer: I don't understand which pyramid you mean.
Person (changing their mind): Find a block which is taller than the one you are holding and put it into the box.
Computer: By "it", I assume you mean the block which is taller than the one I am holding.
Computer: OK.
Person: What does the box contain?
Computer: The blue pyramid and the blue block.
Person: What is the pyramid supported by?
Computer: The box.

Lots of rules!

https://www.youtube.com/watch?v=bo4RvYJYOzI


Using rules for NLP
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Rule-based systemInput text
(+other information)

Generate output 
based on rules

Set of rules

Match a pattern 
- Regular expressions 
 *.ed => past tense verb
Contained keyword: delicious



Eliza (Weizenbaum, 1966)

Men are all alike.
IN WHAT WAY

They're always bugging us about something or other.
CAN YOU THINK OF A SPECIFIC EXAMPLE

Well, my boyfriend made me come here.
YOUR BOYFRIEND MADE YOU COME HERE

He says I'm depressed much of the time.
I AM SORRY TO HEAR YOU ARE DEPRESSED

Rogerian psychologist: 
reflect back what the patient said

• Set of ranked transformation 
rules based on keywords

• Apply rules based on matching 
words in sentence 

Demo: http://psych.fullerton.edu/mbirnbaum/psych101/Eliza.htm

http://psych.fullerton.edu/mbirnbaum/psych101/Eliza.htm


Transformation rules

(Adapted from slides: Stanford CS124N, Dan Jurafsky)

Backoff
Please go on
That’s very interesting
I see



Where is my block stacking or 
housekeeper robot that I can talk to?

(maybe we are getting close…)

Rosie from the Jetsons



Understanding 
language is hard!

The Far Side - Gary Larson



Why is natural language processing hard?



• Unambiguous

• Fixed

• Designed

• Learnable?

• Known simple semantics

• Ambiguous

• Evolving

• Transmitted

• Learnable

• Complex semantics



Why is NLP hard?

Interpretation of language assumes a 
common basis of world knowledge and 
context

• Ambiguous: 
• “bank”, “bat”
• “Milk Drinkers Turn to Powder”

• Variation: Many ways to say same thing

• Context dependent: 
• natural language is under-specified

Herb Clark

“bank”“bat” Table

Counter



Context-dependence

“I put the bowl on the table”

“The numbers in the table don’t add up”

“I made her duck”

I cooked her duck (the 
waterfowl) for dinner

I cooked the duck (the 
waterfowl) belonging to her.

I created a model of a 
duck that she now has.

I caused her to lower her head



Some language humor

Kids make nutritious snacks

Stolen painting found by tree

Miners refuse to work after death

Squad helps dog bite victim

Killer sentenced to die for second time in 10 years

Lack of brains hinders research

Pooches and people digging newly opened park

(from real newspaper headlines)



Using rules for NLP
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Rule-based systemInput text
(+other information)

Generate output 
based on rules

Set of rules

• Translation with rules started in the 1950s
• Eliza chatbot (1966)
• SHRDLU grounded language understanding (1968)
 



Rule-based Machine Translation

• Georgetown IBM translator

• Bilingual dictionary to map 
Russian words to their 
English counterparts

• But what if the word order is 
different?  How to handle all 
the nuances of meaning?

https://www.ibm.com/ibm/history/exhibits/701/701_translator.html



Coming up rules is hard!

Let’s learn from data!
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https://christophm.github.io/interpretable-ml-book/terminology.html

https://christophm.github.io/interpretable-ml-book/terminology.html


• Use of machine learning techniques in NLP

• Increase in computational capabilities

• Availability of electronic corpora

• Data-driven evaluation of models 

Rise of statistical learning
(late) 1980s to 2000s: Statistical MT, 2000s-2014: Statistical Phrase-Based MT



IBM Models
for translation

Speech 
recognition

Anytime a linguist leaves the group the (speech) recognition rate goes up
- Fred Jelinek

Rise of statistical learning
(late) 1980s to 2000s: Statistical MT, 2000s-2014: Statistical Phrase-Based MT



Statistical Machine Translation

• Required a parallel corpora



Rise of statistical learning

• Required human-designed representations and 
input features

Can these features be automatically learned?



Promise of deep learning

• Most NLP works in the past focused on human-
designed representations and input features

• Representation learning attempts to automatically 
learn good features and representations

• Deep learning attempts to learn multiple levels of 
representation on increasing complexity/abstraction

Credits: Greg Durrett



• Led to significant advances in core NLP technologies

Deep learning era
2014-Present: Neural Machine Translation



• Significant advances in core NLP technologies

• Essential ingredient: large-scale supervision, lots of compute

• Reduced manual effort - less/zero feature engineering

• 36 million parallel sentences for machine translation

• For most domains, such amounts of data not available

• expensive to collect

• target annotation is unclear

English: Machine translation is cool!

36M sentence pairs

Russian: Машинный перевод - это крутo! 

Deep learning era



Machine Translation



Machine Translation



(Wu et al., 2016)

https://ai.googleblog.com/2016/09/a-neural-network-for-machine.html



(Wu et al., 2016)

https://ai.googleblog.com/2016/09/a-neural-network-for-machine.html



Machine Translation (across 100 languages)

https://www.microsoft.com/en-us/research/blog/microsoft-translator-now-translating-100-languages-and-counting



Multimodal models

OFA (Wang et al, 2022)

https://github.com/OFA-Sys/OFA 



Power of Data

CleverBot (2010) How it works:
• Corpus of conversational turns
• Find the most similar sentence 

and copy the response 
• Learn from human input

What do you get?
• Something that someone say
• Incoherent conversationhttps://www.cleverbot.com/

https://www.cleverbot.com/


Power of Data

Meena (Google, 2020)

https://ai.googleblog.com/2020/01/towards-conversational-agent-that-can.html

How it works:
• Corpus of conversational 

turns (over 40B words)
• Train huge neural network 

(2.6 billion parameters) for 
30 days on 2048 TPUs cores

• Predict response given a 
sentence

https://ai.googleblog.com/2020/01/towards-conversational-agent-that-can.html


Power of Data

LaMDA (Google, 2022)

https://ai.googleblog.com/2022/01/lamda-towards-safe-grounded-and-high.html

How it works:
• Pretrain on even more data 
• Fine-tune so it has certain 

characteristics

https://youtu.be/CvD9U_3hBPo

Is this chatbot sentient?

https://ai.googleblog.com/2022/01/lamda-towards-safe-grounded-and-high.html
https://youtu.be/CvD9U_3hBPo


Source: Chartr



Power of Data

ChatGPT (OpenAI, 2022)
How it works:
• Trained on conversational data
• Uses reinforcement learning 

with human feedback

https://www.nytimes.com/2022/12/05/technology/
chatgpt-ai-twitter.html

https://openai.com/blog/chatgpt/





1949

1951

1968

1950s 1960s 1970s 1980s 1990s 2000s 2010s 2020s

1988 2001

2006

2011

2014

2015

2017

2022 
2023

Rule based systems

Finite state 
algorithms Statistical 

learning

Deep learning

Grammars

2010

Bayesian 
models

Web-scale 
data

1970

Cryptography



NLP before deep learning

https://medium.com/@antoine.louis/a-brief-history-of-natural-language-processing-part-1-ffbcb937ebce



NLP in the deep learning era

https://medium.com/@antoine.louis/a-brief-history-of-natural-language-processing-part-2-f5e575e8e37



Many remaining challenges in NLP!



• Scale: Large number of phenomena

• Sparsity: Text data is often heavy-tailed

Challenges in modern NLP



Ambiguity in grounding



• Context: Knowledge bases, perception, interaction

man woman

• Bias: Models learn biases in available data

Challenges in modern NLP



Compositional generalization

osk vap

tod bo

Grounding

osk tod

Compositionality

vap bo

Generalization



Challenges of understanding language

• Does solving language require solving AI?

• Language derives its meaning from use

• To truly understand language: need context, world knowledge, 
mental model of other people




