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Today

* Intro to NLP
 What is language? NLP vs computational linguistics.
* Brief history of NLP
* Levels of representation in language
e Key questions of NLP

* Course Logistics



NLP is everywhere
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Where is the train station?

<) Spanish
¢<Doénde esta la estacion de tren?
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Google translate Virtual assistants



Information finding

Go gle when were the first pyramids built ! Q

Q Al [ Images [E News O shopping [ Videos i More Settings  Tools

About 20,300,000 results (0.67 seconds)

2630 BC

Most were built as tombs for the country's pharaohs and their consorts during the Old
and Middle Kingdom periods. The earliest known Egyptian pyramids are found at
Saqqara, northwest of Memphis. The earliest among these is the Pyramid of Djoser
(constructed 2630 BC-2611 BC) which was built during the third dynasty.

The First Pyramids Built - Timeline Index
www.timelineindex.com » content » view



ext to Image generation
@ 0openAI DALL-E 2 Google Imagen

a painting of a fox sitting in a field at A cute sloth holding a small treasure chest.
sunrise in the style of Claude Monet A bright golden glow 1s coming from the chest.

https://openai.com/dall-e-2/ https://imagen.research.google/

Try it out yourself: https://huggingface.co/spaces/stabilityai/stable-diffusion,
https://www.craiyon.com/, https://www.midjourney.com/home/



https://huggingface.co/spaces/stabilityai/stable-diffusion
https://www.craiyon.com/
https://www.midjourney.com/home/

Copilot
Generate code from text!

sentiments.ts
#!/usr/bin/env ts-node

import { fetch } from "fetch-h2";

async function isPositive(text: string): Promise<boolean> {
const response = await fetch( http://text-processing.com/api/sentiment/", {
method: "POST",
body: "text=${text}",
headers: {
"Content-Type": "application/x-www-form-urlencoded",
1,
Rl
const json = await response.json();
return json.label === "pos";

}
&3 Copilot

https://github.com/features/copilot




What is [anguage?

* Language is used to communicate
* Things, actions, abstract concepts

I got a new
puppy’

speaker

listener



What is l[anguage?

* Language puts categories on the world
* |t discretizes a continuous space

The Color Strata
by Stephen Von Worley * June 2010




What is [anguage?

* Language picks out what is salient and important
* What concepts do we have words for?
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What is [anguage?

* Language picks out what is salient and important
* What concepts do we have words for?
* Different languages have different discretization boundaries

- A




What is [anguage?

* Language picks out what is salient and important
* What concepts do we have words for?
* Different languages have different discretization boundaries

SPANISH

ENGLISH

http://pyersqgr.org/classes/Ling731/Space2.htm



http://pyersqr.org/classes/Ling731/Space2.htm

Natural Language Processing

Building useful system to process language



Computational Linguistics
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(image credit: https://www.enterrasolutions.com/blog/computational-linguistics-and-natural-language-processing/)

Using computers to study human language



Analyzing word usage in literature

1.00-
0.75 1

0.50 - written by women

ﬂ written by men
0.25-

words about women

0.00 -

1820 1840 1860 1880 1900 1920 1940 1960 1980 2000

Fraction of words about female characters

Ted Underwood, David Bamman, and Sabrina Lee (2018),
"The Transformation of Gender in English-Language Fiction," Cultural Analytics



Brief history of NLP



Beginnings
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Specimen puanched card and below a strip with translation, printed within 2 few seconds

“Within three or five years, machine translation will be a solved problem”



SHRDLU (Winograd, 1968)

Video of actual system: https://www.youtube.com/watch?v=bo4RvYJYOz|

Person: Pick up a big red block.
Computer: OK.

Person: Grasp the pyramid.
Computer: | don't understand which pyramid you mean.

Person (changing their mind): Find a block which is taller than the one you are holding and put it into the box.
Computer: By "it", | assume you mean the block which is taller than the one | am holding.

Computer: OK.

Person: What does the box contain?

Computer: The blue pyramid and the blue block.
Person: What is the pyramid supported by?
Computer: The box.

Lots of rules!



https://www.youtube.com/watch?v=bo4RvYJYOzI

Using rules for NLP

Set of rules

v

|nput text _> Rule-based system
(+other information)

) Generate output
based on rules

Match a pattern
- Regular expressions

*.ed => past tense verb
Contained keyword: delicious

18



Eliza (Weizenbaum, 1966)

Demo: http://psych.fullerton.edu/mbirnbaum/psych101/Eliza.htm

Men are all alike. Rogerian psychologist:
N WHAT WAY reflect back what the patient said

They're always bugging us about something or other. e Set Of ran kEd tra nSfO rmation
CAN YOU THINK OF A SPECIFIC EXAMPLE
rules based on keywords

Well, my boyfriend made me come here. Apply rUIES based on matChlng
YOUR BOYFRIEND MADE YOU COME HERE WO rdS in se ntence

He says I'm depressed much of the time.
| AM SORRY TO HEAR YOU ARE DEPRESSED



http://psych.fullerton.edu/mbirnbaum/psych101/Eliza.htm

Transformation rules

Keywords are ranked from specific to general

Backoff

Please go on
That’s very interesting

I see

I know everybody laughed at me

* “l”is avery general keyword:
I: (I *) -> (You say you 2)
YOU SAY YOU KNOW EVERYBODY LAUGHED AT YOU

e “Everybody” is much more interesting (someone using
universals like everybody/always is probably “referring to some
quite specific event or person”)
WHO IN PARTICULAR ARE YOU THINKING OF?

* |Implementation: keywords stored with their rank
Everybody 5 (transformation rules)

I O (transformation rules)



Where is my block stacking or

housekeeper robot that | can talk to?
(maybe we are getting close...)

X

Rosie from the Jetsons



out of the garbage !
o o btand Girger 2 515 %4
of the garbage,or €<

Understanding
language is hard!

The Far Side - Gary Larson



Why is natural language processing hard?



 Unambiguous

Programming Languages "
* Designed
C, C++, Java, Python, ...
* Learnable?
* Known simple semantics
 Ambiguous
Natural Languages * Evolving
French, English, Korean, Chinese, Tagalog, ... * Transmitted

* Learnable
 Complex semantics



Why is NLP hard?

Interpretation of language assumes a
common basis of world knowledge and

context
. Herb Clark
* Ambiguous: “ ”
battk
» “bank”, “bat” Table .2~

e “Milk Drinkers Turn to Powder”

* Variation: Many ways to say same th
-2 Qg "f‘;l"

* Context dependent: ==

* natural language is under-specified

Counter



Context-dependence

“I made her duck”
“I put the bowl on the table”

| cooked her duck (the
waterfowl) for dinner

| cooked the duck (the

waterfowl) belonging to her.
“The numbers in the table don’t add up”

ITableBi’Calculationotme, testonﬂguresln;ableai I Created 3 model Of 3
lCIass ]Expected numbers 0 E I(D EN'IE
2 | (3, EE & \ A 1 ) duck that she now has.
T P 73 71 23
i [2487 |213 3 [0 :_ 05
I[u ]un 32 115 [0 |» ][i' 09 1 i'{_ 01 |
L I IETwE } | caused her to lower her head
| o [3314 [3833]

13
[Total | 3057 | 13400 | O 3314 3833
7 50

e = 331630337 M7 Uf =4 010<P+



SOme ‘anguage hqur (from real newspaper headlines)

Kids make nutritious snacks
Stolen painting found by tree
Miners refuse to work after death
Squad helps dog bite victim
Killer sentenced to die for second time in 10 years
Lack of brains hinders research

Pooches and people digging newly opened park



Using rules for NLP

* TJranslation with rules started in the 1950s
* Eliza chatbot (1966)
« SHRDLU grounded language understanding (1968)

Set of rules

v

Input text _’_ Rule-based system —p
(+other information)

Generate output
based on rules

30



Rule-based Machine Translation

* Georgetown IBM translator

* Bilingual dictionary to map
Russian words to their
English counterparts

e But what if the word order is

different? How to ha.ndle all RUSS{AN t; GLISH

the nuances of meaning?

———— PARAROUNT NEWS

1 minute video showing 1954 MT:

https://youtu.be/K-HfpsHPmvw
https://www.ibm.com/ibm/history/exhibits/701/701_translator.html



Coming up rules is hard!

Let’s learn from data!



Without Machine Learning With Machine Learning

VERY SPECIFIC
INSTRUCTIONS

https://christophm.github.io/interpretable-ml-book/terminology.html

33


https://christophm.github.io/interpretable-ml-book/terminology.html

Rise of statistical learning
(late) 1980s to 2000s: Statistical MT, 2000s-2014: Statistical Phrase-Based MT
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* Use of machine learning techniques in NLP
* Increase in computational capabilities
* Availability of electronic corpora

 Data-driven evaluation of models



Rise of statistical learning
(late) 1980s to 2000s: Statistical MT 2000s-2014: Statistical Phrase-Based MT

1 2 3 q

And the srogramme] has been lmplemewtea

| / / //4//77\\\ IBM Models
for translation

Le [p"oq'am'nel a ete mis chlcanow

1 2 3 4

Speaker Uersion
Robert L. Mercer
IBM Research Center
28,008 Word Recognize
Speech
I an demonstrating an experimental y recognition

IBM speech recognition systen. Earliex

versions of the system had a vocabulary

-~

of 5808 words and required a room full §

T of computers. This version has a

Anytime a linguist leaves the group the (speech) recognition rate goes up
- Fred Jelinek



Statistical Machine Translation

* Required a parallel corpora

q

PFRINE R E

\4
English output

translation
model

parallel corpus
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2 RIBEERS
HihE BRIt 2442
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i & T2 iG
mELZRIETHNE

The corporation has been estim
to run more than one million pag
in data centers around the world
to process over one billion searc
requests and about twenty-four i
of user-generated data each dat
December 2012 Alexa listed as

language
model

monolingual corpus

started functioning in 1928 and established the tradition of
large exhibitions and trade fairs held in Brno, and nowadays
also ranks among the sights of the city. Brno is also
known for hosting big motorbike and other races on the
Masaryk Circuit, a tradition established in 1930 in which
the Road Racing World Championship Grand Prix is
one of the most prestigious races. Another notable cultural
tradition is an international fireworks competition.




Rise of statistical learning

* Required human-designed representations and
input features

Var Definition Value in Fig. 5.2
X count(positive lexicon) € doc) 3
xp  count(negative lexicon) € doc) 2
- { 1 if “no” € doc ,
0 otherwise

x4  count(1st and 2nd pronouns € doc) 3
N { 1 if “!” €doc 0

] 0 otherwise
x¢  log(word count of doc) In(64) =4.15

Can these features be automatically learned?



Promise of deep learning

* Most NLP works in the past focused on human-
designed representations and input features

Var Definition Value in Fig. 5.2
X1 count(positive lexicon) € doc) 3
Xy  count(negative lexicon) € doc) 2
1 1 if “no” € doc 1
- 0 otherwise
x4  count(1st and 2nd pronouns € doc) 3
. 1 if “!I” € doc 0
. 0 otherwise
x¢  log(word count of doc) In(64) =4.15

* Representation learning attempts to automatically
learn good features and representations

* Deep learning attempts to learn multiple levels of
representation on increasing complexity/abstraction




Deep learning era

2014-Present: Neural Machine Translation

* Led to significant advances in core NLP technologies

€ "ACCESSTOCITY




Deep learning era

 Significant advances in core NLP technologies

* Essential ingredient: large-scale supervision, lots of compute

* Reduced manual effort - less/zero feature engineering

AN] ACCESSTOCITY

36M sentence pairs

4 )
Russian: MaWWHHbIVM NepeBo, - 3TO KpyTo!

\English: Machine translation is cool!




Machine Translation

BERE o s W (5% . m= Q
NEWS | B

In | BR BE XE R R ME2  @mE  FHAME | mEE | BBCRIER

EEDEEREXELR: 58EHRZRE

fitixk, FARPEKE QEBRE
mitiE, SPERIXANESESH
M, FEOEWSXEEXR.

(CRENE]

BEOZEEEE PEXEHER

BRE
RMAMEARE: AEEE TB _
=" " 4 ARTEBMA. EAmK: MR
MAFERESSATHRMENSE @00 FREMRRER
E#8 1
&

RS MBS R

“HRE I ERR

#

© 20185 9A 11H

M SE“—Hm SekikiEkEBE BE B A BB E A5 -
w—hEAEE BA RRLAENE &slmamAnL ABRELERFIEE & AR
#xA BE&%N CRESABEes O 2018F9A 1A BX

TR mthERasEERE | Coaae B, BEHREATE

x, ARETEE. BERARN 0 RESEKKRS. E \
BOADEL 36 A A EE T @ 2Bt Lrstap e e




Machine Translation

EB O signin
NEWS | &

Homepage International = Cross-strait

Option (English)

United Kingdom

Technology = Finance

Traditional

Picture series = Audio material

Interview with Panama's first ambassador
to China: After breaking diplomatic

relations with Taiwan

He said that he does not agree with
China's saying that "buy" Taiwan's
diplomatic relations with China.
Establishing relations with China is
beneficial to Panama and does not
worry about affecting relations with
the United States.

@®© 1 hour ago

Panamanian Diplomacy Turns to
Anniversary

The Nicaragua Canal is a mystery:
people go to the floor and "no longer
mention"

The port that triggered the break of
El Salvador and Taiwan has worried
the United States

China and Mongolia
participate in the
Russian military

Special recommendation

Renminbi depreciation, property
prices are rising: consumption
downgrades the loss of quality life
in the middle class

ADVERTISING

COMES OuUT!
suE” _.an

e EPERAEM comone
(LT

>,

The significance of the Taiwanese

people's "referred to" referendum




RESEARCH > PUBLICATIONS »

Google's Neural Machine
Translation System: Bridging
the Gap between Human and
Machine Translation

https://ai.googleblog.com/2016/09/a-neural-network-for-machine.html

Input sentence: Translation (PBMT): Translation (GNMT): Translation (human):
FEeskiTig iRy | Li Kegiang premier Li Kegiang will start the Li Kegiang will initiate the
SMTPLE T EHEAEE), B4 added this line to start annual dialogue annual dialogue
INEE AR R 2547 | the annual dialogue mechanism with Prime mechanism between
R E AR IR N FEE mechanism with the Minister Trudeau of premiers of China and
= Canadian Prime Minister | Canada and hold the first Canada during this visit,

Trudeau two prime
ministers held its first

annual session.

annual dialogue between
the two premiers.

and hold the first annual
dialogue with Premier
Trudeau of Canada.

(Wu et al., 2016)



RESEARCH > PUBLICATIONS »

Google's Neural Machine

Translation System: Bridging
the Gap between Human and
Machine Translation

Table 10: Mean of side-by-side scores on production data

PBMT |GNMT |Human Relative
Improvement
English — Spanish ~ 4.885 5.428 5.504 87%
English — French  4.932 5.295 5.496 64%
English — Chinese  4.035 4.594 4.987 58%
Spanish — English  4.872 5.187 5. 302 63%
French — English 5.046 5.343 5.404 83%
Chinese — English  3.694 4.263 4.636 60%

(Wu et al., 2016)



Machine Translation (across 100 languages)

120
100
Transformer
80 l
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40
20
0
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https://www.microsoft.com/en-us/research/blog/microsoft-translator-now-translating-100-languages-and-counting



Multimodal models

Image Captioning Visual Question Answering

: A plate of food
; ©n atable with

—_ a cup of coffee
1

What s the man to the far
right holding in his hand?

Image Generation

Visual Grounding

. | <34><B9>
l\ <176><359>

Umpire

Language Understanding
e e e \ P j ===
I What is the sentiment : | ,
! of sentence “better | | Positive
| sultedto a nightin | = : Negative
1 the kving room than a | |
: night at the movies."? : ---------

https://github.com/OFA-Sys/OFA

OFA (wang et al, 2022)

-

Visual Entailment

I
1 Entailment

\ Neutral

=l : Contradiction

Two glass and stone bulldings
accent the environment.

Language Generation

———— - - - - N

N ~

f
1 What is the summary :

I
] M .
Ethiopia

| of article “The ‘ M
| ethiopian government [ =g | reduces prices
, loday decided tocut | : of fertilizers.
| the price of fertilizers ' @ « oo -
1™ I

[ SR —



Power of Data

CleverBot (2010)

User:

Cleverbot:

User:

Cleverbot:

User:

Cleverbot:

User:

Cleverbot:

User:

Cleverbot:

User:

Cleverbot:

Do you like Doctor Who?
Yes, so funny.

What’s your favorite show?
I don’t have one.

What’s your name?

Jason I already told you.
No your real name.
Stephanie IS my real name.
I thought it was Jason?

How did you come to that conclusion.

Because you said so.
I have to do my homework.

https://www.cleverbot.com/

How it works:

* Corpus of conversational turns

* Find the most similar sentence
and copy the response

 Learn from human input

What do you get?
 Something that someone say
* Incoherent conversation


https://www.cleverbot.com/

Power of Data
Meena (Google, 2020)

Conversation D

Human:
Meena:

Human:
Meena:
Human:
Meena:
Human:
Meena:
Human:
Meena:
Human:

Meena:

I like how cute cows are

Ah, interesting. You like how they are cute,
right?

yeah, and they’re realy smart

I heard they go to college

cows go to college?

I heard that a cow went to Harvard.

what did the cow study?

Bovine sciences.

do horses go to Harvard?

Horses go to Hayvard.

that’s a pretty good joke, I feel like you led me
into it

You were trying to steer it elsewhere, I can see
it.

How it works:

* Corpus of conversational
turns (over 40B words)

* Train huge neural network
(2.6 billion parameters) for
30 days on 2048 TPUs cores

* Predict response given a
sentence

https://ai.googleblog.com/2020/01/towards-conversational-agent-that-can.html



https://ai.googleblog.com/2020/01/towards-conversational-agent-that-can.html

Power of Data

LaMDA (Google, 2022) How it works:

e Pretrain on even more data
e Fine-tune so it has certain

characteristics

Well there are so many! How about something
about a new food item that you just tried.

“Hil How's it going?” .
There are lots of food blogs. How can | make going g::\it'é:o:é%
S . " ! - :
it unique? Hi Generator Hello! How are you?" — Specific: 70%

“Greetings!” Interesting: 50%

Hi! Hello, | am a friendly dialog model. What do
you want to talk about?”

T L

T L

Hmmm, you can write about a food that you tried
somewhere that is exclusive to that location or
restaurant.

. 9 Is this chatbot sentient?

https://ai.googleblog.com/2022/01/lamda-towards-safe-grounded-and-high.html
https://youtu.be/CvD9U 3hBPo



https://ai.googleblog.com/2022/01/lamda-towards-safe-grounded-and-high.html
https://youtu.be/CvD9U_3hBPo

ChatGPT From OpenAl Is A Bot
Taking The Tech World By Storm

100 Relative Google Searches 12k _Subscribers on r/chatgpt
80 [Worldwide, indexed volume] 10k [Reddit users]
8k
60 [ J
6k /
40 "lensa” i /.
" " .
20 chatgpt 2k
= —-—././
0 0k @@
Nov-16 Nov-23 Nov-30 Dec-07 Dec-01 Dec-03 Dec-05 Dec-07
1,250,000 — Stylized Path To 1 Million Users* [# of days from Iaunch]
1,000,000 ChatGPT @ Instagram Spotify .
~5 days ~75 days ~150 days
750,000
500,000
250,000
0 J ‘ — | # of days |
0 25 50 75 100 125 150 Source: Chartr

Sources: Google, Subredditstats, Media Reports

Char'l: *Path is stylized to the 1m milestone



Power of Data
ChatGPT (OpenAl, 2022)

Wk

write a sonnet about pokemon

A world of wonder, filled with creatures wild,
A realm of magic, where adventures start,
From Kanto to Kalos, far and wide,

The world of Pokémon, alive and heart.

With Pikachu as guide, we set out to roam,
To catch and train them all, to be the best,

Battling Gym Leaders, overcoming foes,

Our bond with creatures strong, a bond we'll never test.

But it's not just battles that define,
The world of Pokémon, so full of cheer,
It's friendships formed, and lessons learned,

A world that's full of love, and never fear.

So let's go on a journey, you and |,

Through the world of Pokémon, beneath the sky.

How it works:
* Trained on conversational data

* Uses reinforcement learning
with human feedback

The Brilliance and Weirdness of
ChatGPT

A new chatbot from OpenAl is inspiring awe, fear, stunts and
attempts to circumvent its guardrails.

Time taken to reach 1m users (mths)
Netflix

Twitter

Facebook

Instagram

ChatGPT

Chart: Financial Review ¢ Source: Genevieve Roch-Decter, CFA
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Deep learning

Finite state

algorithms Rule based systems Statls’flcal
learning

2022

2006 2014 2023

1969 [l crammars [ 19 2011 | 2017

Bayesian Web-scale

Cryptography models data




NLP before deep learning

1949

Weaver’s memorandum

1970s

Grammar Theories

1960s

Conceptual Ontologies

1990s

Statistical Models

Symbolic Models

1980s

The big stages of NLP before the deep learning era.

https://medium.com/@antoine.louis/a-brief-history-of-natural-language-processing-part-1-ffocb937ebce




NLP Iin the deep learning era

2003 2013 2014 2018

Word Embeddings

Neural Language Models Seq-to-seq Learning Pretrained Models

Multi-task Learning NLP Neural Nets lAttention.
2008 2013 2015

The big stages of NLP in the deep learning era.

https://medium.com/@antoine.louis/a-brief-history-of-natural-language-processing-part-2-f5e575e8e37




Many remaining challenges in NLP!



Challenges in modern NLP

 Scale: Large number of phenomena
e Sparsity: Text data is often heavy-tailed

16000
14000
12000
10000
8000
6000
4000
2000
0

~AOQ Q= ty—— =
ggh:s 038’3': 20
a 2 ~



Ambiguity in grounding

| saw her duck




Challenges in modern NLP

* Bias: Models learn biases in available data
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o 2 ®: = 2% hushand 2
< = = 8 politician = = @
a = = > 8 ) ]
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* Context: Knowledge bases, perception, interaction



Compositional generalization

Grounding Compositionality

Va
i ‘ osk tod

Generalization

. vap bo
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Challenges of understanding language

* Does solving language require solving Al?

* Language derives its meaning from use

~'&

'‘block’ 'pillar’ 'slab’ 'beam’.

£

* To truly understand language: need context, world knowledge,
mental model of other people






