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Pretraining and fine-tuning

Pretraining Supervised fine-tuning
e Big pile of unlabeled text data! ¢ Annﬁ’;ated data specific (usually
sma

e Lots of resources to train! o , ,
e Initialize with pre-trained model
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e ‘ Useful for
Helps to build e Task / domain specific fine-
e Useful representations of language tuning

e Provide good initial parameters for downstream tasks

e Instruction fine-tuning
e Probability distributions that can be sampled from



Brief History of Pre-training
1960 to 2015

» Singular Value Decomposition (1960s):
» Take matrix M € | V| X | V| of word co-occurrence counts
. Use SVD to map M = USV' truncate to | V| X k initial singular values

« Use truncated U use as word embeddings.

 Word2Vec/GloVe (2010):
* Continuous Bag of Words (CBOW) - context words predict target word

» Skip-gram - target word predicts each context word



Semi-supervised Sequence Learning

Andrew M. Dai Quoc V. Le
Google Inc. Google Inc.
adai@google.com qvl@google.com
Train LSTM Fine-tune on
Language Model Classification Task
open a bank — — _> POSITIVE
T T T T
LSTM —> LSTM [— LSTM — LSTM —* LSTM — LSTM
T T T T T T
<s> open a very funny movie

Fig from J. Devlin BERT slides https://arxiv.org/abs/1511.01432 Nov 2015



https://arxiv.org/abs/1511.01432

Train Separate Left-to-Right and

bank

LSTM

<s>

!

open a
T T
LSTM > LSTM
T T
<s> open

Fig from J. Devlin BERT slides
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Apply as “Pre-trained
Embeddings”

Existing Model Architecture

https://arxiv.org/abs/1802.05365



https://arxiv.org/abs/1802.05365

Train Deep (12-layer) Fine-tune on
Transformer LM Classification Task
open a bank POSITIVE
T T T Transformer » T f " TransIormer
Transformer > Transformer > Transformer e > T ransTormer T
T T T <s> open a
<s> open a

Fig from J. Devlin BERT slides See also ULMFit: https://arxiv.org/abs/1801.06146



https://arxiv.org/abs/1801.06146

GPT models

GPT

@OpenAI

* Improving language understanding by generative pre-training [Radford et al, 2018]
* |arge language model with transformers with supervised fine-tuning

e different model for each task

* Trained on BooksCorpus (800M words), 117M parameters (12 layers)

GPT-2
* |anguage Models are Unsupervised Multitask Learner |
* Model all tasks as sequence completion with special to

Radford et al, 2019]

<ens indicating task

* Trained on WebText (40B words), 1.5B parameters (48 layers)

* No fine-tuning, demonstrated few-shot learning
GPT-3

e [anguage Models are Few-Shot Learners [Brown et al, 2020]

* Trained on Web+Books+Wikipedia (300B words), 175B

parameters (96 layers)

* Demonstrated zero-shot and few-shot prompting abilities
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http://www.apple.com
https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://arxiv.org/pdf/2005.14165.pdf

GPT models (after GPT-3) 9Openal

e Supervised fine-tuning on human
conversations

InstructGPT and GPT-3.5 [2022]

e Align responses to human feedback

e Data where human will pretend to
be user or Al assistant

nstruction fine-tuning
Reinforcement learning from human feedback

Used in initial ChatGPT
e Human rank generated output

GPT-4 [March 2023] * Use reinforcement learning to

improve generation

Multimodal with images and text (GPT-4V)

_arger, better model (estimated 1.7 trillion parameters)

e Turbo [Nov 2023] - longer context (128K)

GPT-40 (omni) [May 2024]

Multimodal with audio, images and text (GPT-4V)

Real-time processing and generation

o1 [September 2024], 03 [mini - January 2025] - Reasoning
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https://arxiv.org/pdf/2203.02155.pdf
https://arxiv.org/pdf/2303.08774.pdf
https://openai.com/index/hello-gpt-4o/
https://openai.com/o1/
https://en.wikipedia.org/wiki/OpenAI_o3

Post-training
-

Preference
optimization

Pre-training Fine-tuning
LM training on large, large Supervised fine-tuning for

amount of data instructions Align to human

preferences

Model Task specific

compression fine tunln_g Prompting
. Custom domains,
Reduce size of model for . Generate responses
Improved performance on

efficient deployment specialized tasks

Use to build LLM agents




Training recipe for LLMs

Preference

optimization
Align to human
preferences

Pre-training Fine-tuning

LM training on large, large Supervised fine-tuning for
amount of data instructions

Pre-training can be
broken into stages
(mid-training)

0
Post-training



LLM performance depends on

 Model architecture
* [raining strategy
* [raining objective

* Training data



Pretraining language models

Model (Neural Architecture)
e Does it use FFN, RNN (LSTM, GRU), or Transformer?

e Isit an encoder-based, decoder-based, or encoder-decoder model?
e Specifics of the neural architecture (number of layers, embedding size, etc)

Dataset
e What is the data that is used to pretrain the model?

Training objective
e What is the training objective?

Other details
e Tokenization: what tokenization is applied?
e Implementation and training details?
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Summary of pretrained models we looked at

Paper

W2V CBOW
[Miklov et al, 2013]

ELMo
[Peters et al, 2018]

BERT
[Devlin et al, 2018]

Model

FFN

BI-LSTM

Transformer
(encoder block)

Dataset

Google News
(100B words)

1B Word benchmark
(800M words)

BookCorpus + English Wikipedia
(3.3B words)
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Training Objective

Masked LM
(within window)

Bidirectional LM

Masked LM
Next sentence prediction



Development of Open LLMs

Closed LLMs Open weights Open weights + data
e GPT (OpenAl) e LLaMa (Meta) e OLMo (Al2)
¢ Claude (Anthropic) e DeepSeek e DCLM
e Gemini (Google) e Mistral (Mistral Al) e Amber
e Qwen (Alibaba) e BLOOM
¢ Gemma (Google) e Pythia

Open weights +
partial data

e StablelL.M
e Zamba
e Falcon
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Pre-training Transformers

Representation Learning



Preliminaries




Tokenization



Word structure and subword models

 NLP used to model the vocabulary in simplistic ways based on English
 Jokenize based on spaces into a sequence of "words”

* All novel words at test time were mapped to [UNK] (unknown token)

word

embedding

iIndex

hat hat
learn
IUNK]
[UNK]

Transformerify [UNK]

cs224n-2023-lecture9-pretraining.pdf



cs224n-2023-lecture9-pretraining.pdf

Byte Pair Encoding algorithm

* |earn a vocabulary of parts of words (subwords)

* Vocabulary of subwords is produced before training a model on the training dataset
(larger the better)

* At training and test time the vocabulary is split up into a sequence of known
subwords

» Byte Pair Encoding (BPE) algorithm (takes max merges as input)
* |nit subwords with individual characters/bytes and "end of word" token.

* Using the training data find most common adjacent subwords, merge and add to
ist of subwords

 Replace all pairs of characters with new subword token; iterate until max merges

See bpe.ipynb https://arxiv.org/abs/1508.07909



Word structure and subword models

« Common words are kept as part of the vocabulary (ignore morphology)

 Rarer words are split up into subword tokens

"

* |n the worst case, words are split up into characters (or bytes

hat hat
learn
la## ##ern
ta## #aa #sty I
c JL L L,
Transformerify Transformer## ##ify

cs224n-2023-lecture9-pretraining.pdf



Positional embeddings




Positional encoding

* Original transformer: fixed sinusoidal absolute embeddings
* | earned encoding

e Absolute vs relative

* |n most cases, it is the relative position between two words that matter (not
their absolute position)

» Relative encoding can be learned [Self-Attention with Relative Position
Representations, Shaw et al. 2018]

 Rotary embeddings (RoPE)


https://arxiv.org/abs/1803.02155
https://arxiv.org/abs/1803.02155
https://arxiv.org/abs/1803.02155
https://arxiv.org/abs/1803.02155

Learned encoding

 Advantage: Flexible, learned representations
* Disadvantage: bunch of extra parameters that need to be learned

 Disadvantage: impossible to extrapolate to longer sequences



Learned encoding

What do position embeddings learn?

* Visualize cosine similarity between position embeddings

 GPT-2 learned embeddings are quite good: can effectively predict absolute
position using linear regression and relative ordering using logistic regression

BERT N oBERTa GPT2 sinusoid
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What Do Position Embeddings Learn? [Wang and Chen 2020]



https://arxiv.org/abs/2010.04903

Learned encoding

What do position embeddings learn?

* Visualize cosine similarity between position embeddings

 GPT-2 learned embeddings are quite good: can effectively predict absolute
position using linear regression and relative ordering using logistic regression

Absolute Relative
Type PE MAE Type PE Error Rate
BERT 34.14 BERT 19.72%
[earned RoBERTa 6.06 [_earned RoBERTa 7.23%
GPT1-2 1.03 GPT1-2 1.56%
Pre-Defined | sinusoid 0.0 Pre-Defined | sinusoid 5.08%

What Do Position Embeddings Learn? [Wang and Chen 2020]



https://arxiv.org/abs/2010.04903

Relative encoding

* | earnable relative embeddings

fq(mm) = qum
. ~ k Self-Attention with Relative Position Representations
fk(m”’ ’n) " Wk(mn B pr) [Shaw et al. 2018]

fo(@n,n) = Wy(z, + ﬁg)

 Modify attention scores to capture relative embedding

q .k, =] W!Wyix, +x] W Wyip, +p, W Wiz, +p] W Wip,
o Simplify to just learning a bias term

q.kn =] WWirx, +b;

Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer [Raffel et al. 2018]



https://arxiv.org/abs/1803.02155
https://arxiv.org/pdf/1910.10683

Attention with Linear Biases (ALIBi)

 Remove positional

embedding altogether . ,
* Bias query-key attention a2 - k1 G2 ks -1 0
scores with fixed penalty that
IS proportional to the distance |97k 93Kz a3k + -2 -1 o
» Allows for better . | T °
extrapolation to long 0s- Ky Gs - Ko Gs - ks Qs - Ka Gs - ks . >,

sequences at test time

Train Short, Test Long: Attention with Linear Biases Enables Input Length Extrapolation [Press et al. 2021]



https://arxiv.org/abs/2108.12409

Attention with Linear Biases (ALiBi)

Extrapolation for

Models Trained on 512 Tokens

35
v ,”

~ 45 - y )
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2 ) ' ’ Rotary
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Extrapolation for

Models Trained on 1024 Tokens
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Train Short, Test Long: Attention with Linear Biases Enables Input Length Extrapolation [Press et al. 2021]



https://arxiv.org/abs/2108.12409

Rotary encoding

* Design absolute embeddings so the dot product result in function of relative position
fq(va m) ' fk(X’m TL) — g(va Xny 1TV — TL)

 Rotary Position Embedding (RoPE): Apply rotation to encode positional encoding (vs using
addition).

Fiaey (Xm>m) = RG W g 13 Xm

‘cosmb; —sinmb, 0 0 0 0 i
sinmf;  cosmbi 0 0 ce 0 0
0 0 cosmbo — sin mé- 0 0
pd 0 0 sinmfs  cosmbs 0 0
©O.m
0 0 0 0 cosmH% —Sinmé’%
0 0 0 0 sinmﬁg cosmH% ]

RoFormer: Enhanced Transformer with Rotary Position Embedding [Su et al. 2021]



https://arxiv.org/abs/2104.09864

Rotary encoding

More efficient form

* With just element wise multiply and addition

[ x4 [[cos mby [ — 25 | sin mb1
To cos mb1 T sin mbq
Ts cos mbs — X4 sin mbo
d cos mb sin mb
g X = T ® ° U3 | ® :
Td—1 cos mb q — X sin mé 4
2 . 2
T cos mb 4 Td—1 sin mb 4
- - 2 - - 2

O = {#; = 10000 20~V/d s c1...d/2]}

RoFormer: Enhanced Transformer with Rotary Position Embedding [Su et al. 2021]



https://arxiv.org/abs/2104.09864

Rotary encoding

Position Encoded Query / Key

RoFormer: Enhanced Transformer with Rotary Position Embedding [Su et al. 2021]



https://arxiv.org/abs/2104.09864

Transformers for pretraining

e Self-supervised Transformer based models shattered language understanding benchmarks in NLP in 2018.

®* Trained on large text corpus with self-supervised objectives and then transferred.

Encoder only Decoder only

el L =v]

e Masked language models e Language models

e Bidirectional context e Can’t condition on future

e BERT + variants (e.g. ROBERT2) words, good for generation
' e GPT, LLaMa, PaLM

Slide adapted from: Stanford C5224n, John Hewitt 30

Encoder-Decoder

e Combine benefits of both

¢ Original Transformer,
UnilLLM, BART, T5



Transformers for pretraining

e Self-supervised Transformer based models shattered language understanding benchmarks in NLP in 2018.

®* Trained on large text corpus with self-supervised objectives and then transferred.

Encoder only

=]

e Masked language models

e Bidirectional context
e BERT + variants (e.g. ROBERTa)

Slide adapted from: Stanford C5224n, John Hewitt 313



Pre-training and fine-tuning

Masked Sentence A Masked Sentence B Question Paragraph
* e
Unlabeled Sentence A and B Pair Question Answer Pair
Pre-training Fine-Tuning

BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding https://arxiv.org/pdf/1810.04805.pdf
34



https://arxiv.org/pdf/1810.04805.pdf

out

BERT

Add & Norm
Multi-Head sub-layer 1
Attention

e Transformer Encoder

e Two training objectives
e Masked Language Modeling
e Next Sentence Prediction

35

Masked Sentence A

*

Unlabeled Sentence A and B Pair

I
Masked Sentence B

Pre-training




Masked language models (MLMs)

Mask 15% ot tokens

Example: my dog is hairy, we replace the word hairy
e 80% of time: replace word with [ MASK ] token

my dog 1s [MASK]
e 10% of time: replace word with random word

my dog 1s apple

e 10% of time: keep word unchanged to bias representation
toward actual observed word

my dog 1s hairy

36



RoBERTa

e Train with more data and for more epochs
e Vocabulary size of 50K subword units vs 30K for BERT
e Larger batch size and more training data

e No need for NSP

SQuAD

(v1.1/2.0) MNLI-m SST-2

Model data bsz steps

RoBERTa
with BOOKS + WIKI 16GB 8K 100K 93.6/87.3 89.0 05.3
+ additional data (§3.2) 160GB 8K 100K 94.0/87.7 89.3 05.6

+ pretrain longer 160GB 8K 300K 94.4/88.7 90.0 96.1
+ pretrain even longer 160GB 8K S00K 94.6/89.4 90.2 96.4
BERT arcE

with BOOKS + WIKI 13GB 256 1M 90.9/81.8 86.6 03.7

RoBERTa: A Robustly Optimized BERT Pretraining Approach

pretrain with 1024 V100 GPUs tor ~1 day 37 Liu et al, UW and Facebook, arXiv 2019



RoBERTa

e Train with more data and for more epochs

e Vocabulary size of 50K subword units vs 30K for BERT

e Larger batch size and more training data
e No need for NSP

Dynamic masking (masking changes)

Masking SQuAD 2.0 MNLI-m SST-2

reference 76.3 84.3 92.8
Our reimplementation:

static 78.3 84.3 92.5
dynamic 78.7 84.0 92.9

Better results with careful reimplementation.
Mean over 5 random seeds.

Model SQuAD 1.1/2.0 MNLI-m SST-2 RACE
Our reimplementation (with NSP loss):

SEGMENT-PAIR 90.4/78.7 84.0 02.9 64.2
SENTENCE-PAIR 88.7/76.2 82.9 02.1 63.0
Our reimplementation (without NSP loss):

FULL-SENTENCES 90.4/79.1 84.7 02.5 64.8
DOC-SENTENCES 90.6/79.7 84.7 02.7 65.6
BERTg sk 88.5/76.3 84.3 02.8 64.3
XLNetgasg (K=7) —/81.3 85.8 02.7 66.1
XLNetgasg (K= 6) —/81.0 85.6 034 66.7

RoBERTa: A Robustly Optimized BERT Pretraining Approach
Liu et al, UW and Facebook, arXiv 2019
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e Mask out spans!

It’s
T

SpanBERT

bly irritt esiftt stit#  Dbly

BERT SpanBERT

[MASK] irré## esi## sti## [MASK] good 't [MASK] [MASK] [MASK] [MASK] good
NewsQA TriviaQA  SearchQA  HotpotQA  Natural Questions  Avg.
Google BERT 68.8 77.5 81.7 78.3 79.9 717.3
Our BERT 71.0 79.0 81.8 80.5 80.5 78.6
Our BERT-1seq 71.9 80.4 84.0 80.3 81.8 79.7
SpanBERT 73.6 83.6 84.8 83.0 82.5 81.5

Table 2: Performance (F1) on the five MRQA extractive question answering tasks.

SpanBERT: Improving Pre-training by Representing and Predicting Spans
39 Joshi et al, TACL 2019



ctive Rank
cn

Effe

400

e [MASK] tokens are not observed in
downstream tasks

e Model capacity wasted for [MASK]

tokens

¢ Only feed non-masked tokens into
encoder, have separate decoder
(discarded) that predicts masked tokens

4501 /

(‘.”/’

—&— Inputs w. [MASK]
Inputs w/o. [MASK]

PESS e\

3 6 9

Encoder Layer Index

(a)

12

MAE-LM (Masked Autoencoder LM)

Bidirectional (Shallow) Decoder -

[ h1 ]( hs J[E[MASK]]( h4 J[e[MASK]J...

Bidirectional Encoder

=
e 400
g 200 ~o— [MASK] Tokens
S Real Tokens
(- ; r \ ;
3 § 9 12 - e e e e e e e eeeeee e ...
Encoder Laver Inde: ' ..
ROl Leysr ThaeR . Original Sequence: 1Z2L3%4T5 . . .
(b) Bt

Representation Deficiency in Masked Language Modeling [Meng et al.

40

e Not used in
downstream tasks

Masked positions added
to decoder inputs

..» Fine-tuned for
downstream tasks

Masked positions omitted
from encoder inputs

v Apply random masks


https://arxiv.org/abs/2302.02060

MAE-LM (Masked Autoencoder LM)

Table 2: Ablations evaluated with GLUE average scores.
The setting of MAE-LMy, 1s: enc. w/o. [MASK]; aligned
position encoding w. relative position encoding; bi. self-

, attention; 4 layer, 768 dimension.
e [MASK] tokens are not observed in

—
Re—
-

Effective Rank

downstream tasks Group Setting GLUE
e Model capacity wasted for [MASK] Original MAE-LMy, 86.1
tokens Naive enc. w. [MASK] (i.e., MLM) 85.2
¢ Only feed non-masked tokens into enc. w. [MASK] + dec. 85.1
en.COdera have separa’ge decoder Handling enc. w. [MASK], dec. resets [MASK] 859
(discarded) that predicts masked tokens [MASK]  random replace w. real token 85.1
Position misaligned position encoding 86.0
— Encoding no relative position encoding 86.1

% | A AT

2 400 . Decoder bi. self-attention + cross-attention 85.4
E Attention uni. self-attention + cross-attention 85.5
 —e— Inputs w. [MASK) é 200 B cross-attention 86.0
— Dmw BT = feal Tokme Decoder 2 layer, 768 dimension 85.8
3 6 90 12 Y 3 6 9§ 12 Size 6 layer, 768 dimension 84.8
Encoder Layer Index Encoder Layer Index 4 layer, 512 dimension 85.8
(a) (b) 4 layer, 1024 dimension 85.5

Representation Deficiency in Masked Language Modeling [Meng et al. 2024]
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https://arxiv.org/abs/2302.02060

ALBERT https://arxiv.org/abs/1909.11942

Lan+ 2019

» Factorized embedding parameterization

* Use small embedding size (128) and project to Transformer hidden size
(1024) using a parameter matrix

1024 128 1024

100k 100k 128



https://arxiv.org/abs/1909.11942

ALBERT

https.//arxiv.org/abs/1909.11942

 Cross-layer parameter sharing

. hf+1

parameters are shared with 7%

Models MNLI OQNLI QQP RTE SST MRPC CoLA STS
Single-task single models on dev

BERT-large 86.6 02.3 91.3 704 93.2 88.0 60.6  90.0
XLNet-large 89.8 93.9 91.8 83.8 95.6 89.2 63.6 OI.8
RoBERTa-large 90.2 94.7 92.2 86.6 964 90.9 63.0 924
ALBERT (1M) 90.4 95.2 92.0 88.1 968 90.2 68.7 92.7
ALBERT (1.5M) 90.8 95.3 92.2 892 969 90.9 71.4  93.0


https://arxiv.org/abs/1909.11942

ALBERT

» Light on parameters; not necessarily faster than BERT

https.//arxiv.org/abs/1909.11942

Model Parameters SQuADI1.1 SQuAD2.0 MNLI SST-2 RACE | Avg | Speedup
base 108M 904/83.2 804/776 845 928 68.2 | 82.3 4.7x
BERT large 334M 02.2/85.5 85.0/822 8.6 930 739 | 85.2 1.0
base 12M 89.3/82.3  80.0/77.1 §1.6  90.3 640 | 80.1 | 5.6x
AT BERT large 18M 90.6/83.9  82.3/794 835  91.7 68.5 | 82.4 1.7x
xlarge 60M 02.5/86.1 86.1/83.1 86.4 924 748 | 85.5 0.6x
xxlarge 235M 94.1/88.3  88.1/85.1 88.0 952 823 | 88.7 0.3x



https://arxiv.org/abs/1909.11942

Discriminative training

Loss is on all the training tokens vs just the masked ones, more compute efficient use of the training data

Train model to discriminate locally plausible text from real text

sample
the — [MASK] -> the original
chef — chef Gen_erator chef Discriminator original
cooked —> [MASK] (typically a [-> ate (ELECTRA) replaced
the — the small MLM) the original
meal — meal meal original

ELECTRA: Pre-training Text Encoders as Discriminators Rather Than Generators
45 Clark et al, ICLR 2020



GLUE Score

Discriminative training

90 - 90 41—~~~
XLNet 200k steps 300k steps_ _ 400k steps | - _._-.: _____ oo - - -;[_,\T -
'l m @ RoOBERTa €
ROBERTa | : 3%(())EEF:Ta 500k steps
100k steps | , Steps
85 - 85 4 Im
| ® |
| |
RT-Base ® :
I
50 | ELE RA-Small 50 :
GPT . ,
| |
I |
75 | @ BERT-Small 75 @ :
| |
I |
®ELMo " :
70 - 70 41 |
o GloVe B8 Replaced Token Detection Pre-training + |
e—e Masked Language Model Pre-training | :
I I I I I I I I | EE— I I T
0 1 3 4 5 6 7 8 0 1 2 3 4
Pre-train FLOPs le20 Pre-train FLOPs le2l

ELECTRA: Pre-training Text Encoders as Discriminators Rather Than Generators
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Clark et al, ICLR 2020



Transformers for pretraining

e Self-supervised Transformer based models shattered language understanding benchmarks in NLP in 2018.

®* Trained on large text corpus with self-supervised objectives and then transferred.

Decoder only

e Language models

e Can’t condition on future
words, good for generation

e GPT, LLaMa, PaLM
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Improving Language Understanding -
by Generative Pre-Training

Alec Radford Karthik Narasimhan Tim Salimans Ilya Sutskever
OpenAl OpenAl OpenAl OpenAl
alec@openai.com karthikn@openai.com tim@openai.com 1ilyasu@openal.com

https://openai.com/research/language-unsupervised Jun 2018



https://openai.com/research/language-unsupervised

Train Deep (12-layer) Fine-tune on
Transformer LM Classification Task
open a bank POSITIVE
T T T Transformer » T f " TransIormer
Transformer > Transformer > Transformer e > T ransTormer T
T T T <s> open a
<s> open a

Fig from J. Devlin BERT slides See also ULMFit: https://arxiv.org/abs/1801.06146



https://arxiv.org/abs/1801.06146

GPT1

Pre-training an autoregressive language model BooksCorpus: 7K
unpublished books

- Start with a large amount of unlabeled data % = {u;,...,u,} (1B words)

* Pre-training objective: Maximize the likelihood of predicting the next token

L(U) = Z logP(u | u,_y,...,u;._q;0) U= (u_,,...,u_,)is the context

vector of tokens

* This is equivalent to training a Transformer decoder j; is the number of Transformer

layers

W, is the token embedding matrix
e h, = transformer_block(#,_,)VZ € [1,n]

W, is the position embedding matrix
e P(u) = softmax(h .

* Directionality is needed to generate a well-formed probability distribution



Dataset

SNLI

MNLI matched
MNLI mismatched
SciTail

QNLI

RTE

STS-B

QQP

MRPC

RACE
ROCStories
COPA

SST-2

CoLA

GLUE

Task

Textual entailment
Textual entailment
Textual entailment
Textual entailment
Textual entailment
Textual entailment
Semantic similarity
Semantic similarity
Semantic similarity
Reading comprehension
Commonsense reasoning
Commonsense reasoning
Sentiment analysis
Linguistic acceptability
Multi task benchmark

https.//openai.com/research/language-unsupervised

SOTA
39.3
30.6
301
33.3
32.3
61.7
31.0
66.]1
86.0
53.3
176
1.2
93.2
35.0
68.9

GPT
89.9

821

814
88.3
881

56.0
82.0
70.3
82.3
59.0
86.5
786
91.3

454
72.8



GPT (Generative pretrained transformer)

e Unsupervised retraining: Standard language model loss
e Supervised fine-tuning: Use simple classifier (linear layer + softmax) trained to predict correct class (use

combined loss)
e Classification Start Text Extract Transf —+> Li
Prediction e ra ransformer inear
Entailment Start Premise Delim | Hypothesis I Extract }~ Transformer = Linear

Similarity

J L

Linear

Start Text 1 Delim Text 2 ] Extract | -+ Transformer
12x —

Start Text 2 Delim Text 1 I Extract | = Transformer

Start Context Delim Answer 1 I Extract | —={ Transformer = Linear

|

Multiple Choice | Stan Context Delim | Answer 2 l Extract | = Transformer (= Linear

uJ

J

Text & Position Embed Start Context Delim Answer N I Extract | == Transformer > Linear

Improving language understanding by generative pre-training (Radford et al, 2018)
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GPT-2

e Express all tasks as a language modelling task
¢ Training improvements
e Improved initialization / additional layer

normalization et 5
. allez-vous
e Increased vocabulary / context /batch size
Output #1
Comment
e Machine Translation
I am a student <to-fr> je suis  étudiant %TranSfOrmer—Deceder

let them eat cake <to-fr> Qu’ils mangent de

good morning <to-fr> Bonjour how are you <to-fr

(figure credit: Jay Alammar
http://jalammar.github.io/illustrated-gpt2/)

Language Models are Unsupervised Multitask Learner (Radford et al. 2019) 53


http://jalammar.github.io/
http://jalammar.github.io/illustrated-gpt2/

GPT-2

Output #2
allez-vous
How can we use decoders for different tasks? .
Output #1
. mdi C t
e Use special token to indicate task ommen
*

Machine Translation

%Transfarmer—Deooder

I am a student <to-fr> je suis  etudiant

let them eat cake <to-fr> Qu’ils mangent de \ J

how are you <to-fr>

good morning <to-fr> Bonjour
1 2 3 4 1024

Summarization
Article #1 tokens <summarize>  Article #1 Summary
Article #2 tokens ~ <summarize> LS padding
Summary
Article #3 tokens <summarize> Article #3
Summary

(figure credit: Jay Alammar
Language Models are Unsupervised Multitask Learner (Radford et al. 2019) 54 http.//jalammar.github.io/illustrated-gpt2/)



http://jalammar.github.io/
http://jalammar.github.io/illustrated-gpt2/

GPT-3: Few-shot learning

O training 1 training A few examples are
examples examples provided at test time
Zero-shot One-shot Few-shot

! l —

_—

Natural Language

60 Prompt

50

40

30

Accuracy (%)

20

=
—-—— —
-

-
—’"
—

—————

—
—_ -
- —— —_—
- —— —— — R—
— —— —-———— —
—
— ——

Number of Examples in Context (K)

Language Models are Few-Shot Learners (Brown et al. OpenAl, 2020)

on"e

.......

13B Params

55

-1 3B Params

Zero-shot

The model predicts the answer given only a natural language
description of the task. No gradient updates are performed.

175B Params

Translate English to French: task description
cheese => prompt
One-shot

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

Translate English to French: task description

sea otter => loutre de mer example

cheese => prompt
Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt



Multi-token prediction

o P red iCt m u Iti p I e Discarded at inference (or used to speed up model up to 3 times)

next tokens e 2 3, 4 5 6

target
L, =— leg Pe($t+n;t+1 | zt:l) ' PG(thl | xt:l) g >
t

Head 1
2
34

= — Z Zlog Pg(xt+,; | Zt;l) ’ Pe(ztzl | xt:1)°

t 1=1

\/ \/ /_/ \/ VP
e Shared trunk / “‘

unembedding Shared
matrix

I t 1 2 5 p
P9($t+,,; | xt:l) - SOftmax(fu(fhi (fs(xtzl))))f HpUEs

Better & Faster Large Language Models via Multi-token Prediction [Gloeckle et al. 2024]


https://openreview.net/pdf?id=pEWAcejiU2

Multi-token prediction

Embedding Layer

Target Tokens t; Ly Ly ls ty Ly ls (9 Ly te Le ty
® Pred |Ct mu Itl ple [ Cross-Entropy Loss ]—' Ltain [ Cross-Entropy Loss ]—‘ Ly [ Cross-Entropy Loss ]—~ [
L ) 4 )
next tokens MainModel | | TMTPModuer | 1 wiPModuez | ;
: (Next Token Prediction) : : (Next? Token Prediction) : I (Next® Token Prediction) |
' , | | : '
. Output Head | ! Output Head B [ Output Head '
* Sequential : : L : B ; :
| | |
. . : | | |
p red ICt 10N | \\ | | { Transformer Block J | : [ Transformer Block ] :
| : | ! : '
: | | [ Linear Projection ] | | | Linear Projection |
: Transformer Block X L : : Iconcatenation : : | concatenation '
| , [ 1 [ | |
| : l ' RMSNorm ] [ RMSNorm ] : | [ RMSNorm ] [ RMSNorm ] |
: I : : [} ¥ : : [} ¥ :
| | '
:  Shared i : :

[ Embedding Layer Embedding Layer ]

Input Tokens E t, ts ke t, ts ts ts ts ke e i

Figure 3 | Illustration of our Multi-Token Prediction (MTP) implementation. We keep the
complete causal chain for the prediction of each token at each depth.

https.//arxiv.org/abs/2412.19437



https://arxiv.org/abs/2412.19437

Transformer-XL  https:/arxiv.org/abs/1901.02860

Dai+ 2019

 Vanilla Model
O O O O O O O O
O O O O O O O O
O O O O O O O O

' X 5 3 7

Segment 1 Segment 2

(a) Train phase.


https://arxiv.org/abs/1901.02860

Transformer-XL  https:/arxiv.org/abs/1901.02860
Dai+ 2019

 Vanilla Model

Is there a better way to allow for long context?

O O O O O O O @, O O O O o O O
O O O O O O @, O O O o O O
O O O O O O O O O O O O O
O O O O O O O O O O O O © O O
X Xy X3 Xy X; X4 X Xy X3 Xy X Xg X X X3 X4 X5 Xg
Limited Context Limited Context Limited Context

(b) Evaluation phase.


https://arxiv.org/abs/1901.02860

Transformer-XL  https:/arxiv.org/abs/1901.02860
Dai+ 2019

* Autoregressive LM (different from GPT)

 segment level recurrence (reuse states) + relative positional embeddings

——————————————————————————————————————————

O : ® O O O O 0

e
0
O
o

|

i

I

| I

- O O o O O ORNING O $ O

I

: ' /)/

: i

; O : g € '@ o o
I

‘\ X] X X3 X4 X5 X X X3 X1 X X3 X4 '\ X Xs X X ) X X10 X1

_____________________ \ > J N \ >
Fixed (No Grad) New Segment Fixed (No Grad) New Segment

(a) Training phase.


https://arxiv.org/abs/1901.02860

Transformer-XL  https:/arxiv.org/abs/1901.02860
Dai+ 2019

* Autoregressive LM (different from GPT)

Extended Context

(b) Evaluation phase.


https://arxiv.org/abs/1901.02860

XLNet https://arxiv.org/abs/1906.08237
Yang+ 2019

* Autoregressive model for masked language modelling
 Uses permutations (factorization order) to provide context
* Allows for context from both sides through permutation

* Avoid [MASK] token that does not appear in downstream tasks


https://arxiv.org/abs/1906.08237

XLNet https://arxiv.org/abs/1906.08237
Yang+ 2019

* Relative position embeddings (using auto-regressive TransformerXL)

o Absolute attention: position 4 — 5; position 128 — 129

 Relative attention: positiont — (r — 1)

 Mask prediction over all token positions using permutation on factorization
order (sample a factorization order: 3 — 2 — 1 — 4)

* Two stream self-attention: standard and query on [MASK] token

 Permute only factorization order, not sequence order


https://arxiv.org/abs/1901.02860
https://arxiv.org/abs/1906.08237

XLNet

I I I 1
[ I I 1
2 2 2 2 @ | @ 2 2
|h§)||g§)| |h§)||g§)| |h3 ||83 | ‘hi)"gi)l
A Attention Masks

Masked Two-stream Attention

Content stream:

| can see self

1 1 1 1) 1 1 1 1
) (2 le) [n0)le)  (ng)le”)
O\ Query stream:

) @ 4 cannot see self

Masked Two-stream Attention ~-

|

| Sample a factorization order:
D) BF) BE @R e

y




XLN t Split View of the Query Stream
e (Factorization order: 3 2 2 2 4 2 1)

(2)
3

g

mem (1)

I
[
men® Bl = v

Position-3 View Position-2 View

(2)

(2)

mem 1 mem )

mem (® X; W mem (¥

Position-4 View Position-1 View



XLNet

Model MNLI QNLI QQP RTE SST-2 MRPC ColLA STS-B
Single-task single models on dev
BERT [2] 86.6/- 92.3 91.3 704 93.2 88.0 60.6 90.0

RoBERTa [21] 90.2/90.2 94.7 92.2  86.6 96.4 90.9 638.0 92.4
XLNet 90.8/90.8 94.9 923 859 97.0 90.8 69.0 92.5






Transformers for pretraining

e Self-supervised Transformer based models shattered language understanding benchmarks in NLP in 2018.

®* Trained on large text corpus with self-supervised objectives and then transferred.

Encoder only Decoder only

el L =v]

e Masked language models e Language models

e Bidirectional context e Can’t condition on future

e BERT + variants (e.g. ROBERT2) words, good for generation
' e GPT, LLaMa, PaLM

Slide adapted from: Stanford C5224n, John Hewitt 68

Encoder-Decoder

e Combine benefits of both

¢ Original Transformer,
UnilLLM, BART, T5



Transformers for pretraining

e Self-supervised Transformer based models shattered language understanding benchmarks in NLP in 2018.

®* Trained on large text corpus with self-supervised objectives and then transferred.

Encoder only

=]

e Masked language models

e Bidirectional context
e BERT + variants (e.g. ROBERTa)

Slide adapted from: Stanford C5224n, John Hewitt 69



Bidirectional encoder models

BERT

I i
Masked Sentence A Masked Sentence B
. 3
Unlabeled Sentence A and B Pair
Pre-training

Objectives: masked token prediction
+ next sentence prediction

Variants

e RoBERTa - train longer, more
data, larger batch size, NSP not
needed,

e SpanBERT - mask spans

e BERT style training used in vision,
modelling audio, DNA, etc

70



BERT

Bidirectional encoder models

Masked Sentence A

*

i

Masked Sentence B
\ Unlabeled Sentence A and B Pair j

Pre-training

Objectives: masked token prediction

+ next sentence prediction

Bidirectional (Shallow) Decoder

—f —ft 1 1

] ] ]

: h1 ][ ho J[e[MASK]][ hy ][e[MASK]J---

Bidirectional Encoder

------------------------------------

....................................

e Not used in
downstream tasks

Masked positions added
to decoder inputs

.. Fine-tuned for
downstream tasks

. Masked positions omitted

from encoder inputs

. Apply random masks

Don’t pass [MASK] token to encoder



Transformers for pretraining

e Self-supervised Transformer based models shattered language understanding benchmarks in NLP in 2018.

®* Trained on large text corpus with self-supervised objectives and then transferred.

Decoder only

e Language models

e Can’t condition on future
words, good for generation

e GPT, LLaMa, PaLM

(2



Autoregressive decoder-only models

GPT

orders

I

DECODER BLOCK

%Transfermer—Decoder

DECODER BLOCK

-----------------------------------

|

<s> robot must obey

1 2

-----------------------------------

https://jalammar.github.io/illustrated-gpt2/

Objectives: next token prediction

Rise of LLMs

Multi-task training: modelling all
tasks as autoregressive language
modeling

Scaling up to lots and lots lots and
hundreds of billions of parameters

Scaling up requires system
engineering, tweaks to
architecture for training stability

Multi-lingual, multi-modal...



Larger and larger language models  cpmv .77 0pena)

Megatron-Turing NLG (530B,
MS+NVidia)

1000 PaLM (540B, Google)
= O

= il e ® Bloom (176B
fT_J, HuggingFace+BigScience
o " LaMDA(137B, 2% ° )
g ’ Google) o o
2 Megatron-LM (8.3B) Chinchilla (70B,
o Turing-NLG (17.2B) { Llama (65B, FAIR)
0 DeepMind)
=
O
'3
=
T 1
7
[
O
O
S BERT-Large (340M)

0.1

ELMo (94M)
0.01
2018 2019 2020 2021 2022 2023 2024

https://huggingface.co/blog/large-language-models
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New capabilities emerge at scale

https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html

75



Autoregressive decoder-only models

GPT Advances

Discarded at inference (or used to speed up model up to 3 times)

- g z 4-token 2 3 3 4 4 5 °> 6

* 6 [ DECODER BLOCK ] targets
% ransformer-Decoder DECODERBLOCK
Ef Feed Forward Neural Network \
1 o h
) e \
| x Masked Self-Attention )
<s> robot must obey ... T )
1 2 3 4 4000
Inputs 1 2 3 4
https://jalammar.github.io/illustrated-gpt2/
Objectives: next token prediction Objectives: multi token prediction

/0



Transformers for pretraining

e Self-supervised Transformer based models shattered language understanding benchmarks in NLP in 2018.

®* Trained on large text corpus with self-supervised objectives and then transferred.

Encoder-Decoder

e Combine benefits of both

¢ Original Transformer,
UnilLLM, BART, T5

(7



Encoder-Decoder pretraining

s, S [—
i . ) T
Allow to attend — ‘ \; —
e Combine advantages of both B Pravent o sieniding S - } RS
encoder and decoder ., [0000C EE———
: : o :
e Seq2Seq LM with masking n) ) ) (D[ ™ 55 ationato i olers sos] [s. ] [Eos] [s; |
C L --poe oo -4 @ Eaamant1  Secrasnt 2
e Next sentence prediction TansiomerBosk L] IR S S
! : sy rr e —
: | ' Left-to-Right LM BEEN A
: Transfoc'mtef Block 2 : .= Vv
: Transformer Block 1 . [ LUV, ]
e K - - Seq., S, altend to leftcontext  [508] [ 8¢ | [[S, | |'S, | |EOS]
Token Embedding 0- ‘ T '
Position Embedding | 91y, i S Segment 1
ment Embedding 1
Pmmms (I
L% | [ X | [ X || Xe || X5 : = =
Unified LM with 1 |
Shared Parameters S,: altend to S, lokens

S,: attend to left context S0OS I S, Eqs I S, E(?S

Self-attention Masks  Segment1 Segment 2

Unified Language Model Pre-training for Natural Language Understanding and Generation [Dong et al, NeurlPS 2019]
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UniLM vl

e Combine benefits of BERT (encoder) and GPT (decoder)

Model CoLA SST-2 MRPC STS-B QQP MNLI-m/mm QNLI RTE WNLI AX Score
MCC Acc F1 S Corr Fl1 Acc Acc Acc Acc Acc

GPT 45.4 91.3 82.3 80.0 70.3 82.1/81.4 874 560 534 298 728

BERTLArGE 60.5 94.9 89.3 86.5 72.1 86.7/85.9 92.7 70.1 65.1 39.6 805
UNILM 61.1 94.5 90.0 87.7 T1.7 87.0/85.9 92.7 709 65.1 384 80.8

Unified Language Model Pre-training for Natural Language Understanding and Generation
79 Dong et al, Microsoft, NeurlPS 2019



BART: Denoising seq2seq training

BERT

B D
S

Bidirectional

- Encoder >

FF 513
A_C_E

e Combine benefits of BERT
(encoder) and GPT (decoder)

e More flexibility in noise generation

GPT BART
ABCDE
AEEE; L4544
Autoregressive C Bidirectional ) >CAutoregressive)
Decoder < Encoder Decoder
FFrfd FFift FFffg
<s>ABCD A_B_E <s>SABCD

(AC._E.)

Token Masking

7
(A.c.e. ) ) (ABC.DE.) {=

Token Deletion

(DE.ABC.) (C.DE.AB)

Sentence Permutation Document Rotation

(A_.D_E.)

Text Infilling

BART: Denoising Sequence-to-Sequence Pre-training for Natural Language Generation, Translation, and Comprehension

30 Lewis et al, Facebook Al, ACL 2020



BART: Denoising seq2seq training

Classification Machine Translation

ABCDE
label YRR
Pre-trained ::>/ Pre-trained
. - Encoder Decoder
Pre-trained ::> Pre-trained Tr it TR R RS
- Encoder . Decoder . Randomly <s>A B CD
? * * ’ * Ini<tialized Encoger
i) A
ABCDE <s>SABCDE retit
SQuAD 1.1 SQuAD 2.0 MNLI SST QQP OQNLI STS-B RTE MRPC CoLA
EM/F1 EM/F1 m/mm Acc Acc Acc Acc Acc Acc Mcc
BERT 84.1/90.9 79.0/81.8 86.6/- 903.2 913 02.3 90.0 70.4 88.0 60.6
UniLM -/- 80.5/83.4 87.0/85.9 945 - 02.7 - 70.9 - 61.1
XL Net 89.0/94.5 86.1/88.8 89.8/- 9056 91.8 93.9 01.8 83.8 89.2 63.6
RoBERTa 88.9/94.6 86.5/89.4 90.2/90.2 964 922 04.7 92.4 86.6 90.9 68.0
BART 88.8/94.6 86.1/89.2 89.9/90.1 96.6 925 94.9 01.2 87.0 90.4 62.8

BART: Denoising Sequence-to-Sequence Pre-training for Natural Language Generation, Translation, and Comprehension
Lewis et al, Facebook Al, ACL 2020
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T5: Text to Text Transfer Transformer
https://arxiv.org/abs/1910.10683

e Treat all NLP problems as encoding text and generating text

e Trained on cleaned up version of Common Crawl

[“translate English to German: That is good.”

“cola sentence: The "Das ist gut."
course is jumping well.”

“not acceptable”
"stsb sentencel: The rhino grazed T 5
on the grass. sentence2: A rhino
is grazing in a field." ) "3.8"
"summarize: state authorities R "six people hospitalized after
dispatched emergency crews tuesday to a storm in attala county.”

survey the damage after an onslaught
of severe weather in mississippi..”

/

Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer [Raffel et al, Google, JMLR 2020]
82


https://arxiv.org/abs/1910.10683

T5: Text to Text Transfer Transformer

Y, Y, -

. Language model Prefix LM

%UUU X, X3 Yy Yo - X, X3 Y Yo -

Q |

o COEn CLLLE
: 0000 (JCJCICC]
< OO0 (0]

X X, X, X X1 X2 X3 Y Y Xy X X3 ¥, Y,

Can force sharing of parameters Similar performance,

for encoder/decoder less parameters

Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer [Raffel et al, Google, JMLR 2020]
83



T5: Text to Text Transfer Transformer

Corruption Corrupted

High-level Corruption rate span length

approaches strategies

Language Mask
modeling
BERT-style repians
spans

Deshuffling

10%

15%

25%
Drop

S50% 10

Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer [Raffel et al, Google, JMLR 2020]
84



TS5 (use both encoder and decoder)

Span corruption works best

Targets

<X> for inviting <v> last <7-

Original text

Thank you fef inviting me to your party E}sf week. [ % ]

Replace different-length spans from the input
with unique placeholders; decode out the
spans that were removed!

This is implemented in text
preprocessing: it’s still an objective

that looks like language modeling at ~ '"Pu's ¥ ¥
the decoder side. Thank you <x> me to your party <Y> week.

Slide Credit: Stanford CS224n, John Hewitt 85



T5: Text to Text Transfer Transformer

Different corruption type

Predict all

Predict
corrupted

Objective GLUE CNNDM SQuAD SGLUE EnDe EnkFr EnRo
BERT-style (Devlin et al., 2018)  82.96 19.17 80.65 69.85 26.78 40.03 27.41
MASS-style (Song et al., 2019) 82.32 19.16 80.10 69.28 26.79 39.89 27.55
% Replace corrupted spans 83.28 19.24 80.88 71.36 26.98 3982 27.65
Drop corrupted tokens 84.44 19.31 80.52 63.67 27.07 39.76 27.82
Different corruption rate

Corruption rate GLUE CNNDM SQuAD SGLUE EnDe EnkFr EnRo

10% 82.82 19.00 80.38 69.55 26.87 39.28 27.44

* 15% 83.28 19.24 80.88 71.36 26.98 39.82 27.65

25% 83.00 19.54 80.96 70.48 27.04 39.83 27.47

50% 81.27 19.32 79.80 70.33 27.01 3990 27.49

Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer [Raffel et al, Google, JMLR 2020]



TS5 (use both encoder and decoder)

Raffel et al., 2018 found encoder-decoders to work better than decoders for their tasks,

and span corruption (denoising) to work better than language modeling.

Architecture Objective Params Cost GLUE CNNDM SQuAD SGLUE EnDe EnFr EnRo
% Encoder-decoder  Denoising 2P M 83.28 19.24 80.88 71.36 26.98 39.82 27.65
Enc-dec, shared Denoising P M 82.81 18.78 80.63 70.73 26.72 39.03 27.46
Enc-dec, 6 layers Denoising P M/2  80.88 18.97 77.99 68.42 26.38 38.40  26.95
Language model Denoising P M 74.70 17.93 61.14 595.02 25.09 35.28  25.86
Prefix LM Denoising P M 81.82 18.61 78.94 68.11 26.43 37.98 27.39
Encoder-decoder LM 2P M 79.56 18.59 76.02 64.29 26.27  39.17  26.86
Enc-dec, shared LM P M 79.60 18.13 716.35 6.3.50 26.62 39.17 27.05
Enc-dec, 6 layers LM P M/2  T78.67 18.26 75.32 64.06 26.13 38.42  26.89
Language model LM P M 73.78 17.54 53.81 56.51 25.23 34.31 25.38
Prefix LM LM | M 79.68 17.84 76.87 64.86 26.28 37.51  26.76
Slide Credit: Stanford CS224n, John Hewitt 87



TS summary https:/arxiv.org/abs/1910.10683
Raffel+ 2019

» Ablation study on many aspects of pre-training and fine-tuning
 Model size (bigger is better; 11B parameters)
 Amount of training data (more is better)
 Domain / cleanliness of training data [-ve]
* Pre-training objective (e.g. span length of masked text) [-ve]
 Ensemble models [-ve]
* Fine-tuning recipe (e.g. only allow top k layers to fine-tune) [-ve]

* Multi-task training [-ve]


https://arxiv.org/abs/1910.10683

Using pre-trained LLMSs



Using LLMs for tasks

e SO0 your language model can complete a sentence, but you may
want to do different things

e (Classify whether a email is SPAM or NOT SPAM
e Answer a question: when was Albert Einstein born?
e Extract information from text

e |f| give it a piece of text, how do | tell it whether | want to
translate it French, summarize it, or make it into a poem?



Using LLMs for tasks

Develop specialized model for your task (with LM as part)
e Hookup appropriate inputs/outputs

* Fine-tuning parameters (include some LM parameters) for task

Try to use the LM network as it is (no extra network training)

e Zero-shot / few-shot prompting (in-context learning)

Try to have smaller LM to allow running on various devices

* Model distillation and pruning



Different ways to fine-tune or
align your model

Fine-tuning
e Full fine-tuning

e Parameter efficient fine-tuning (PEFT)

Aligning to instructions / human values:
e |nstruction tuning (fine-tune with instructions)

e Reinforcement learning with human feedback (train with
modified objective that incorporates human preferences)



Full finetuning vs parameter efficient fine-tuning

e Finetuning every parameter in a pretrained model works well, but is memory-intensive.
e Lightweight finetuning methods adapt pretrained models in a constrained way.
e Leads to less overfitting and/or more efficient finetuning and inference.

Full Finetuning Lightweight Finetuning

Train a few existing or new parameters

©/®

Adapt all parameters

... the movie was ... the movie was

Slide Credit: Stanford CS224n, John Hewitt 93 [Liu et al., 2019; Joshi et al., 2020]



Parameter-Efficient Finetuning: Adapters

e Add lightweight network with new learnable parameters
¢ Only these parameters are fine-tuned, rest are frozen

New learnable parameters J— S . U SR
' Layer Norm \ * Adapter \‘\
E Transformer | | Leyer - :
@/@ | Layer y i - [O00O00O0 :
- Adapter : : G R E
: | : | Feedforward |
| [ 2x Feed-forward ] . -  up-project !
| layer E : ~ - !
E ! : Nonlinearity !
! Layer Norm E E - J E
&5 i ©o |
E Adapter E E [ Feedforward ] E
: ' : : down-project :
! Feed-forward layer ! : i
E " Multi-headed i . [ OO00O00O0 :
\ | attenton ; N 4 o
. el ? ......... N I. _________
the movie was ... [Houlsby et al., 2019] [Pfeiffer et al., 2021]

https://github.com/adapter-hub/adapter-transformers
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Parameter-Efficient Finetuning: Adapters

e Mixture of adapters - stochastically selected during training
e Average weights of adapters during inference

Averaging Weights
/ (J} \ of Adapters
l FFN_U 3 l FFN_U 4 I

Add & Norm\

Feedforward-
output
Feedf(.)rward-
intermediate

Add & Norm

Training Stage Inference Stage

9 ¢AdaMix 89.9

O e Full Fine-tuning 88.9
ention i e
S | ' -
By Lorames | Performance on GLUE, fine
¥ | Peiffer 87.9 Housby 87.8 | tuning of RoBERTa-large
\ 4

86 - Houlsby 86.4

0 0.5 1 1.5 2
Fine-tuned Parameters (%)

[AdaMix, Wang et al., EMNLP 2022]



Parameter-Efficient Finetuning: Prefix-Tuning, Prompt tuning

e Prefix-Tuning adds a prefix of parameters, and freezes all pretrained parameters.
e The prefix is processed by the model just like real words would be.
e Advantage: each element of a batch at inference could run a different tuned model.

©/®

... the movie was ...

Learnable prefix
parameters

Slide Credit: Stanford C8224n, John Hewitt 96 [Li and Liang, 2021; Lester et al., 2021]



Parameter-Efficient Finetuning: Low-Rank Adaptation

e Low-Rank Adaptation learns a low-rank “diff” between the pretrained and
finetuned weight matrices.

e Easier to learn than prefix-tuning

B € RkXd
O©/®

Each weight matrix

W + AB

... the movie was ...

Slide Credit: Stanford CS224n, John Hewitt 97 [Hu et al., 2021]



https://arxiv.org/pdf/2106.09685.pdf

Parameter-Efficient Finetuning: Low-Rank Adaptation

Model #Param. M

A
Full Fine-tuning'  355.0M 9
Pfeiffer Adapter’ 3.0M 9
Pfeiffer Adapter’ 0.8M 9
Houlsby Adapter! 6.L0M 8
Houlsby Adapter! 0O8M O
LoRA 08M 9
AdaMix Adapter 0O.8M 9

20 ¢AdaMix 89.9
(ours) _ _
o 89 L Full Fine-tuning 88.9 |
~ Y N S-B Avg.
- LoRA 886 © rson
o388 @ Pfeiffer 88.4
s Pfeiffer 87.9 2.4 88.9
> | Houlsby 87.8
> 371 1 21 884
< \ 4 1.9 87.9
86~ Houlsby 86.4 ig ggi
85 | | | 23 886
0 0.5 1 1.5 y 24 899

Fine-tuned Parameters (%)

Good performance by tuning just a fraction of the weights

98

[AdaMix, Wang et al., EMNLP 2022]



Going toward smaller powerful LMs

e Knowledge Distillation

e DistilBERT, a distilled version of BERT: smaller, faster, cheaper and lighter. Sanh et al.
NeurIPS Workshop 2019

e TinyBERT: Distilling BERT for Natural Language Understanding. Jiao et al. Findings of
ACL 2020

e (Quantization
e (Q8BERT: Quantized 8bit BERT, Zafrir et al, NeurIPS Workshop 2019

e Model Pruning

e Compressing BERT: Studying the effects of weight pruning on transfer learning. Gordon
et al. Workshop of ACL 2020.
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