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Project Milestone
• Project Milestone due Thursday 3/20 
• PDF (3-6 pages) in the style of a conference (e.g. ACL/EMNLP) submission 

• https://2020.emnlp.org/files/emnlp2020-templates.zip 
• Milestone should include: 

• Title and Abstract - summary of what you are working on 
• Introduction - motivate the problem, describe your goals, and highlight your findings 
• Prior Work - what have others done in this area? 
• Approach - details on your main approach and baselines.  Be specific.  Make clear what 

part is original, what code you are writing yourself, what code you are using 
• Experiment - describe dataset, evaluation metrics, what experiments you plan to run, 

any results you have so far.  Also provide training details, training times, etc.   
• Future Work - what is your plan for the rest of the project 
• Reference - provide references using BibTex  

• Milestone will be graded based on progress and writing quality



Final project report

3

Rough page layout: 
your report can have 
different number of 

pages for each 
section

Title

Model or what approach you are taking

8 pages not including references



Milestone report as a draft for final project report
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Have statistics/
analysis of your 

data, 

and show 
examples!

Not expected to 
be complete:


- preliminary 
experiments


- difficulties

- what is still to 

be done

Include References

We expect you to have around 3-6 pages, can be more (but < 8) if you 
have done lots of work since the proposal  



Why a page limit?

• Good writing is concise and clear


• More words does not mean more information or higher quality


• Trim words you don’t need.


• But I have a lot of stuff to say!


• References don’t count toward the page limit


• You can have appendices if you really want to share (the 
appendices will not be graded)
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Project Milestone

• Build on what you have done for the proposal 
• Include progress and initial results 
• Flesh out description of your approach  
• Include figures for your model 
• Include dataset examples and statistics 
• Have plan for experiments and analysis you will do 
• Include references 
• Make it clear what you are implementing vs what part you are building on top of 

existing libraries / codebases / homework

6



What you should have from the Project Proposal:

• What task are you addressing?  What is the input / output?  Why is it interesting? 


• What specific aspects will your project be on?


• Re-implement paper?  Compare different methods?  Analysis?


• What have others (prior work) done to address the same problem?


• What data do you plan to use?  


• Preliminary statistics for your data (number of sentences, tokens, etc)


• What is the specific method or methods you will use to address the task? 


• What will you implement by yourself vs what existing code will you use? 

• What compute resources do you plan to use?


• How do you plan to evaluate?  


• Data splits?


• What metrics?  


• What experiments will you run to compare different variations / different approaches?


• Timeline and work breakdown 

• What do you plan to have by the milestone? The end of the term?


• Who will work on what?
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Project Milestone

Build on what you have done for the proposal 
• Progress: What have you achieved so far? Are there any issues you encountered? 
• Task / Problem State: 

• Clearly state the input and output 
• Related Work: How have others approached this problem? 
• Approach: Flesh out and update your approach based on what you have learned.   

• Make it clear what you are implementing vs what part you are building on top of 
existing libraries / codebases / homework 
• Specify what you have implemented and what you still have to implement.  

• Focus on describing how you are using a particular model for your task.  For instance, if 
you are using a RNN for text classification, explain how the input is fed into the RNN, 
and how the RNN is used to make predictions.  What is the training loss that you will 
use? 

• Make figures (if appropriate)  that illustrate your approach. 
• Using equations (if appropriate) with clear mathematical style to explain your model(s).
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Project Milestone
Build on what you have done for the proposal 

• Data: At this point, you should know what data you will be using.  Describe the data and 
provide some statistics and examples from the data. 

• Experiments and results: At this point, you should have a clear idea of what 
experiments you will perform and/or some preliminary results.  
• Provide a list of experiments you have will perform. Describe what you expect the 

experiments to reveal, or what is uncertain about the potential outcomes. 
• Provide a summary of your preliminary results, and describe remaining results that you 

plan to produce 
• Have a empty table with rows and columns 

• Timeline / Plans for remaining tasks: Present an updated timeline of the planned 
tasks/goals. 
• Clearly state what you plan to complete by the final report.    
• If you are working in a group, please also state the contribution of each team member 

• References: Many of you already had references in the proposal.  For the milestone, this 
is required.
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• Task 
• There are standard NLP tasks: sentiment analysis, question answering 
• Tasks are defined by their input and output - so make sure you clearly specify 

that 
• Simple and effective way to do it is via an example 

• Summarize relevant work  
• Summarize what did they do?  What was the key findings? 
• (this requires larger changes than just replacing “we” with “they”) 
• Avoid copying text from another paper verbatim (if you copy, it is 

plagiarism).   
• Describe the approach in your own words.  Use different sentence 

structures.
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Proposal Observations



Task / method illustration example

Reading Wikipedia to Answer Open-Domain Questions [Chen et al, 2017]

Clear input

Clear output



Proposal Observations

• Approach / Method / Model 
• This is what you proposed to do to solve the task 

• Describe how you will use a particular method for your task 
• It’s great that you are using RNN, LSTM, GRU, and that transformers uses 

self-attention, and know the differences between the models.   
• But how will you actually use it for your task? 

• Typically in NLP we use neural network models, so often it is  
• a description of the model architecture with information on 
• how the input is fed in 
• how the prediction is made  
• how the model is trained (optimizer and loss function)
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Method figure example

SimCSE: Simple Contrastive Learning of Sentence Embeddings [Gao et al, 2022]

Figure showing 
key elements

Training 
objective 


(loss function)



Proposal Observations

• If you are doing prompt engineering with large language models  
• Clearly describe the prompts you are trying out 
• If you are giving the LLM examples, make sure to clearly specify how the 

examples are specified 
• Clearly specify how you will interpret the LLM output.  

• Do you see errors from the LLM? 
• How do you handle unexpected responses from the LLM 

• Be systematic
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Prompting example

Chain-of-Thought Prompting Elicits Reasoning in Large Language Models [Wei et al, 2022]

Clear input

Clear output

Clear difference 
in prompting



Proposal Observations

• Experiments 
• The quality of a model / approach is measured by evaluation metrics 
• For machine learning models, you will train and evaluate them with data.  Specify 

clearly your data and statistics about your data. 
• Typically you want have a set of comparisons (often informed by some hypothesis) 

• There can be variations on your model depending on hyper-parameters, input 
encoding, how it is trained (training data, optimizer, loss function), etc. 
• Hypothesis: Adam converges faster than SGD.  -> Experiment: Train with Adam and 

SGD and compare.  
• Hypothesis: Bidirectional RNNs gives higher performance than unidirectional 

models for text classification  -> Experiment: Train Bi/Uni-dir models and compare. 
• You can also compare different models 

• Try to be concrete about your plans 
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• Use the correct format 

• References 
• Use bibtex and \cite commands 
• Make sure that you cite the papers that introduced the method you are using 

(word2vec, BERT, LSTM, GRU, Transformer, etc). 
• Make sure that the references are properly included 

• English 
• Use complete sentences 
• Proofread your report 

• Have friend (native/fluent English speaker) proofread your report 
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Proposal Observations



Timeline

• Make sure to allocate time for training and debugging the training of 
your model. 

• In addition, you should allocate time for setting up the experiments 
(train classifier with some set of hyperparameters), evaluate the 
classifier, and analyzing the results.  

• Plan for report writing and video making
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Tips for good final projects

• Have a clear, well-defined hypothesis to be tested 


    (++ novel/creative hypothesis) 


• Conclusions and results should teach the reader something


• Meaningful tables, plots to display the key results


++ nice visualizations or interactive demos


++ novel/impressive engineering feat


++ good results
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What to avoid

• All experiments run with prepackaged source - no extra code 
written for model/data processing


• Just ran model once or twice on the data and reported results 
(not much hyperparameter search done)


• A few standard graphs: loss curves, accuracy, without any 
analysis


• Results/Conclusion don’t say much besides that it didn’t work


• Even if results are negative, you should analyze them!
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Remember:

Include 

analysis!



What makes for a good paper?
(example paper)
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A Thorough Examination of the CNN/Daily Mail Reading Comprehension Task 
https://aclanthology.org/P16-1223.pdf (Chen et al, ACL 2016, Outstanding Paper)

https://aclanthology.org/P16-1223.pdf


Task definition
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A Thorough Examination of the CNN/Daily Mail Reading Comprehension Task 
https://aclanthology.org/P16-1223.pdf (Chen et al, ACL 2016, Outstanding Paper)

Example with input and output
Taken from the Reading 
Comprehension dataset 
introduced by Herman et al, 
2015


Goal: identify entity that 
is goes where 

@placeholder goes

Text describing the problem

https://aclanthology.org/P16-1223.pdf


Task definition

• Dataset is automatically 
generated


• Use Google NLP pipeline 
and get entities and 
coreference chains


• Cloze-style (fill in the blank) 
questions generated by 
taking sentence from 
passage and replacing 
entity reference with 
@placeholder


• Data is anonymized 
(entities are just @entity#)
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A Thorough Examination of the CNN/Daily Mail Reading Comprehension Task 
https://aclanthology.org/P16-1223.pdf (Chen et al, ACL 2016, Outstanding Paper)

Example with input and output
Taken from the Reading 
Comprehension dataset 
introduced by Herman et al, 
2015


Goal: identify entity that 
goes where 


@placeholder is

https://aclanthology.org/P16-1223.pdf


Anonymization
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Teaching machines to read and comprehend 
https://arxiv.org/pdf/1506.03340.pdf (Hermann et al, NIPS 2015)

https://arxiv.org/pdf/1506.03340.pdf


Approach

Describe problem again 
(with math symbols)
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A Thorough Examination of the CNN/Daily Mail Reading Comprehension Task 
https://aclanthology.org/P16-1223.pdf (Chen et al, ACL 2016, Outstanding Paper)

Two approaches presented

Features are described for entity-
centric classifier

https://aclanthology.org/P16-1223.pdf


Model description

• Describe key parts including 
how it is hooked out to 
input and how prediction is 
made
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A Thorough Examination of the CNN/Daily Mail Reading Comprehension Task 
https://aclanthology.org/P16-1223.pdf (Chen et al, ACL 2016, Outstanding Paper)

Model architecture 
with input and output

Symbols are 
connected

https://aclanthology.org/P16-1223.pdf


• What external software / 
code was used


• Why was it used?
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Training Details (for entity-centric model)

Provide implementation and training details



• Vocabulary size, UNK handling


• Word embeddings


• Parameter initialization


• Dimensions (LSTM hidden state, 
word embeddings)


• Optimizer: type, learning rate, mini-
batch size, dropout


• Number of epochs trained, how the 
“best” model was selected


• Compute resource uses (GPU type, 
runtime)
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Training Details (for NN model)

Provide implementation and training details



Organize hyper 
parameters in a table 
if appropriate
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On the stability of fine-tuning BERT: Misconceptions, explanations, and strong baselines 
https://arxiv.org/pdf/2006.04884v3.pdf (Mosbach et al, ICLR 2021)

Provide implementation and training details

https://arxiv.org/pdf/2006.04884v3.pdf


Provide data statistics

• Statistics about what goes 
into train/val/test


• NLP specific statistics 
(number of tokens, 
sentences, unique words, 
etc)
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A Thorough Examination of the CNN/Daily Mail Reading Comprehension Task 
https://aclanthology.org/P16-1223.pdf (Chen et al, ACL 2016, Outstanding Paper)

https://aclanthology.org/P16-1223.pdf


Summarize your results in tables
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(Hermann

et al., 2015) 

(Hill et al., 2016) 

Ranking classifier with 
decision forests

Careful feature selection

NN Model is similar to Attentive Reader, compared to Attentive Reader

- Use bilinear attention instead of tanh layer

- Simpler model (only use weights contextual embeddings, don’t 

classify over all vocabulary but only words that appear in passage)

Describe key findings 
in the text



Conduct ablation studies

• If classical classifier (Naive 
Bayes, logistic regression, 
decision forest), do feature 
ablation to see how important is 
each feature


• If neural network with different 
components, ablate components.


• If loss is combination of terms, 
ablate loss terms.
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A Thorough Examination of the CNN/Daily Mail Reading Comprehension Task 
https://aclanthology.org/P16-1223.pdf (Chen et al, ACL 2016, Outstanding Paper)

to ablate = to remove

https://aclanthology.org/P16-1223.pdf


Perform data analysis

• Answerable categories:


• Exact match


• Paragraphing


• Partial clue


• Multiple sentences


• Unanswerable categories:


• Coreference error 


• The dataset was automatically generated 


• Ambiguous or very hard


• Humans are not likely to be able to answer these
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A Thorough Examination of the CNN/Daily Mail Reading Comprehension Task 
https://aclanthology.org/P16-1223.pdf (Chen et al, ACL 2016, Outstanding Paper)

• Manual analysis of 100 samples from val (dev) split


• Categorize into 6 different types (based on 
relationship of passage, question and answer)


https://aclanthology.org/P16-1223.pdf


Concrete examples for each category
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Analysis leads to insights

• How many can the two models 
get correct for each category?


• Neural network is at close to 
optimal performance on this 
dataset!
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Analyzing your results
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Analyzing your results

• Understanding the output of your model 
• Look at the output and examine what it is getting right and what it is 

getting wrong 
• Provide examples 

• Conduct data / error analysis 
• Visualize 

• Characterizing your model performance 
• Compare against other models  
• Compare against variations  

• Ablation studies



• Simple tip: color code correct and incorrect output

Effective Approaches to Attention-based Neural Machine Translation 
https://arxiv.org/pdf/1508.04025.pdf (Luong et al, 2015)

Provide qualitative examples of your 
model output

https://arxiv.org/pdf/1508.04025.pdf


Conduct data and error analysis

How to perform data and error analysis? 

How to start? 
• Take a manual subsample of the data 
• Manually group and categorize them (like the paper we 

looked at)   
• You will need to figure out what these groups are! 

• Compute some statistics  
• Overall percentage of categories 
• What is the performance on each category?

Adapted from slide by Graham Neubig 



Conduct data and error analysis

How to perform data and error analysis? 

General recipe 
• Partition the performance of the validation set into 

different interpretable grouped based on pre-defined 
attributes. 

• Define attributes 
• Group test samples 
• Breakdown of performance

Adapted from slide by Graham Neubig 



Defining attributes

• Different tasks could have different attributes 
• Token-level, span-level, sentence-level 

• Token-level: part-of-speech tag 
• Span-level: span length 
• Sentence-level: sentence length

Slide credit: Graham Neubig 



Example: breakdown performance by 
entity length

Slide credit: Graham Neubig 



Performance histogram

• Compare across attributes

Slide credit: Graham Neubig 

• Compare across models



Comparison of model performance by 
sentence length

• Attribute: sentence length

Effective Approaches to Attention-based Neural Machine Translation 
https://arxiv.org/pdf/1508.04025.pdf (Luong et al, 2015)

https://arxiv.org/pdf/1508.04025.pdf


Integrating unit tests

Slide credit: John Hewitt

Beyond Accuracy: Behavioral Testing of NLP models with CheckList 
https://arxiv.org/pdf/2005.04118.pdf (Ribeiro et al, ACL 2020)

https://arxiv.org/pdf/2005.04118.pdf


Comparisons
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Guidelines for making comparisons

• Make sure you have baselines 
• Random 
• Majority Class 
• Conditioned Majority Class 

• Other baselines 
• Simpler version of the model vs more complex 

• One layer FFNN 
• Unidirectional/Single-layer RNN 

• Retrieval baseline for generation problems

• Always consider: is the complexity 
warranted? 
• Different types of complexity 

• Simplicity in implementation vs 
simplicity in concept vs simplicity in 
model (number of parameters) 

• NN vs rule based vs NBs vs logistic 
regression



Classifier comparison

• Suppose you’ve assessed two classifier models. Their performance is 
probably different to some degree. What can be done to establish 
whether these models are different in any meaningful sense? 
• Practical differences 
• Confidence intervals 
• Wilcoxon signed-rank test (covered in the sentiment unit) 
• McNemar’s test (covered in the sentiment unit)

Slide credit: Chris Potts



Multiple runs with different seeds

On the stability of fine-tuning BERT: Misconceptions, explanations, and strong baselines 
https://arxiv.org/pdf/2006.04884v3.pdf (Mosbach et al, ICLR 2021)

https://arxiv.org/pdf/2006.04884v3.pdf


Tips for training and debugging

• TA Tutorial


• Stanford CS231n: 


• https://cs231n.github.io/neural-networks-2/


• https://cs231n.github.io/neural-networks-3/


• CMU nn4nlp: Graham Neubig


• http://www.phontron.com/class/nn4nlp2021/schedule/debugging.html


• https://www.youtube.com/watch?v=KRQHdwpfj-4
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https://cs231n.github.io/neural-networks-2/
https://www.youtube.com/watch?v=KRQHdwpfj-4


Good luck on your project!
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