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LLMs as agents

• There is a lot of knowledge in LLMs

• But they can’t “act”

• Can we leverage LLMs to build a 

“smart” agent that can interact with the 
environment to achieve given goals?
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Lots of work!

3A Survey on Large Language Model based Autonomous Agents [Wang et al, 2023]

https://arxiv.org/pdf/2308.11432.pdf


LLM Agent Framework
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https://www.promptingguide.ai/research/llm-agents

API calls to 
external services,

expert modules, 

etc 
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https://lilianweng.github.io/posts/2023-06-23-agent/

Retrieve 
information

In-context learning
Recall and retain information 

ever extended periods



Planning
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Planning

• What does the agent need to do to accomplish a specified goal?

• Low-level vs high-level planning


• High-level plan: Identify subgoals for a long-horizon task

• Low-level plan (sometime low-level control): Identify sequence of actions


• Traditionally use symbolic reasoning

• Hard to recover from errors

• Difficult to convert expert knowledge into planning languages such as PDDL 

(Planning Domain Definition Language)

• Use of LLM for planning


• Lot of expert domain knowledge already encoded in language

• Can we use LLMs to help us plan?

8



Taxonomy for planning with LLMs

Given environment and sequence of actions, and an overall 
task goal, identify subgoals and actions

• Task decomposition - figure out subgoals, do planning 

for subgoals if needed

• Multi-plan selection - generate multiple plans and 

then select one

• External planner - LLM used to formalized the 

problem which is passed to an external planner

• Reflection and refinement - After obtaining a plan, 

the LLM future reflects on the plan and refine it to fix any 
issues with the original plan


• Memory-augmented planning - Uses external 
memory to retrieve information (common sense 
knowledge, domain-specific knowledge, etc) and then 
determines plan based on that

9Understanding the planning of LLM agents: A survey [Huang et al, 2024]

https://arxiv.org/pdf/2402.02716.pdf


Self-Reflection

• ReAct: interleave 
thought, action, and 
observation
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ReAct: Synergizing Reasoning and Acting in Language Models [Yao et al. 2022]

• Prompting to 
combine reasoning 
with actions

https://arxiv.org/abs/2210.03629


Self-Reflection

• Comparison with 
other ways of 
prompting
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ReAct: Synergizing Reasoning and Acting in Language Models [Yao et al. 2022]

https://arxiv.org/abs/2210.03629


Memory
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Types of memory
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Example: Riding a bike

Recalling events and facts20-30 seconds

few seconds

Learn embeddings for 
raw inputs

In-context learning

External vector store 
(fast retrieval for access)

https://lilianweng.github.io/posts/2023-06-23-agent/



Efficient retrieval from memory
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https://lilianweng.github.io/posts/2023-06-23-agent/
https://blog.research.google/2020/07/announcing-scann-efficient-vector.html

Approximate nearest neighbours (ANN) 
algorithms to return top k nearest neighbours 
using maximum inner product search (MIPS)

• LSH (Locality Sensitive Hashing) - hashing 

function so that similar inputs are mapped to 
same buckets with high probability


• ANNOY (ANN Oh Yeah) - Random projection 
trees where nodes splits input space into half


• HNSW (Hierarchical Navigable Small World) 

• Hierarchical layers of small-world graphs 

(points in the bottom layers)

• Can be used with FAISS 


• FAISS (Facebook AI Similarity Search) - 
vector quantization - partition vector space 
into clusters


• ScaNN (Scalable Nearest Neighbours) - 
Anisotropic vector quantization (quantize 
points while maintaining distances)

Note: nmslib focus is on non-metric spaces

https://github.com/nmslib/nmslib


Tool use
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• API calls to external services (math calculator, currency converter, etc)

• Expert models that can be called



HuggingGPT: Task decomposition with model selection
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1. Task planning

2. Model selection

3. Task execution

4. Response 
generation

HuggingGPT: Solving AI Tasks with ChatGPT and its Friends in Hugging Face [Shen et al, 2023]

https://arxiv.org/abs/2303.17580
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HuggingGPT: Solving AI Tasks with ChatGPT and its Friends in Hugging Face [Shen et al, 2023]

HuggingGPT

https://arxiv.org/abs/2303.17580
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HuggingGPT: Solving AI Tasks with ChatGPT and its Friends in Hugging Face [Shen et al, 2023]

HuggingGPT

https://arxiv.org/abs/2303.17580


HuggingGPT
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Task planning: figure 
out what task we want to 
solve, its id, 
dependencies, and 
arguments that are 
needed.

HuggingGPT: Solving AI Tasks with ChatGPT and its Friends in Hugging Face [Shen et al, 2023]

https://arxiv.org/abs/2303.17580
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HuggingGPT: Solving AI Tasks with ChatGPT and its Friends in Hugging Face [Shen et al, 2023]

HuggingGPT

https://arxiv.org/abs/2303.17580
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HuggingGPT: Solving AI Tasks with ChatGPT and its Friends in Hugging Face [Shen et al, 2023]

HuggingGPT

https://arxiv.org/abs/2303.17580


HuggingGPT
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Model selection: figure out what model to invoke

HuggingGPT: Solving AI Tasks with ChatGPT and its Friends in Hugging Face [Shen et al, 2023]

https://arxiv.org/abs/2303.17580


HuggingGPT
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Response generation: respond to user the process and results

HuggingGPT: Solving AI Tasks with ChatGPT and its Friends in Hugging Face [Shen et al, 2023]

https://arxiv.org/abs/2303.17580


Virtual worlds
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The Rise and Potential of Large Language Model Based Agents: A Survey [Xi et al, 2023]

https://arxiv.org/pdf/2309.07864.pdf


Generative Agents
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Generative Agents: Interactive Simulacra of Human Behavior [Park et al, 2023]

https://arxiv.org/pdf/2304.03442.pdf


Generative Agents
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Generative Agents: Interactive Simulacra of Human Behavior [Park et al, 2023]

Memory Stream 
- List of memory objects

- Each containing:


- Timestamps (created/accessed)

- Observation (in language)

https://arxiv.org/pdf/2304.03442.pdf


Generative Agents
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Generative Agents: Interactive Simulacra of Human Behavior [Park et al, 2023]

Retrieval extracts 
subset of memories 
based on:

Recency: exponential decay 

Importance: ask LLM to 
output score 

Relevance: cosine similarity 
of memory and query 
embeddings

https://arxiv.org/pdf/2304.03442.pdf


Generative Agents
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Generative Agents: Interactive Simulacra of Human Behavior [Park et al, 2023]

Reflection: additional memory that 
is synthesized from previous 
memories (generated periodically)


• Prompt LLM with 100 most 
recent observations 


• Use to to generate 3 questions 
from which relevant memories are 
extracted


• LLM then prompted to extract 
insights from the memories

https://arxiv.org/pdf/2304.03442.pdf


Generative Agents
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Generative Agents: Interactive Simulacra of Human Behavior [Park et al, 2023]

Planning and reacting: converts memories and observations into actions


• Generates rough-plan from agent’s summary description and summary 
of previous day and has LLM complete is


• Converse as they interact with each other (conditioned on memories 
about each other)


• LLM then prompted to extract insights from the memories

https://arxiv.org/pdf/2304.03442.pdf


Generative Agents

31
Generative Agents: Interactive Simulacra of Human Behavior [Park et al, 2023]

https://arxiv.org/pdf/2304.03442.pdf


Generative Agents
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Generative Agents: Interactive Simulacra of Human Behavior [Park et al, 2023]

https://arxiv.org/pdf/2304.03442.pdf


Agents in more realistic scenarios
(robotics and embodied AI) 
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Language Models as Zero-Shot Planners: Extracting Actionable Knowledge for Embodied Agents [Huang et al. ICML 2022]

Planning via large language models

Get Glass of Milk

Brush teeth

Throw away paper

https://wenlong.page/language-planner/

https://wenlong.page/language-planner/
https://wenlong.page/language-planner/
https://wenlong.page/language-planner/


Control by code generation using LLMs

https://code-as-policies.github.io/
Code as Policies: Language Model Programs for Embodied Control [Liang et al. 2022]

https://code-as-policies.github.io/
https://code-as-policies.github.io/
https://code-as-policies.github.io/


Do As I Can, Not As I Say: Grounding Language in Robotic Affordances [Ahn et al. CORL 2022]

Combining perception with planning

https://say-can.github.io/

Use perception to 
determine what is 
possible

https://say-can.github.io/
https://say-can.github.io/
https://say-can.github.io/


Control by code generation using LLMs

https://code-as-policies.github.io/
Code as Policies: Language Model Programs for Embodied Control [Liang et al. 2022]

https://code-as-policies.github.io/
https://code-as-policies.github.io/
https://code-as-policies.github.io/


Practical applications
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ChemCrow: LLM powered chemistry engine
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ChemCrow: Augmenting large-language models with chemistry tools [Bran et al, 2023]

List of tools  with 
name, description, 
expected input and 
output

Use ReAct style 
prompting: thought, 
action, action input, 
observation 

https://arxiv.org/abs/2304.05376
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