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What is grounding?



Language is used to communicate about the world
• Things, actions, abstract concepts
•

speaker listener

I got a 
new 

puppy!



What is symbol grounding?
• Connecting linguistic symbols to their meaning  

• Connecting words and sentences to what they represent
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Linking people in videos with “their” names using 
coreference resolution [Ramanathan et al, 2014]

Actions

Spatial  

relations

in on 

running



Types of grounding

‣Perception 

‣ Visual: green = [0,1,0] in RGB


‣ Auditory: loud =   >120 dB


‣ Taste: sweet = >some threshold level of sensation on taste buds


‣ High-level concepts: 

cat dog
Slide adapted from Danqi Chen and Karthik Narasimhan 



‣Temporal concepts 

‣ late evening = after 6pm


‣ fast, slow = describing rates of change


‣Actions 

‣

running eating
Slide adapted from Danqi Chen and Karthik Narasimhan 

Types of grounding



Some grounding tasks

‣Vision 

‣ Captioning


‣ Text to image generation and manipulation


‣ Visual question answering (VQA)


‣ Referring Expressions and Spatial reasoning


‣ Interaction 

‣ Instruction following


‣ Text-based games



Image captioning

‣ Describe an image in a 
sentence

the girl is licking the spoon of batter

(MS COCO Captions, Chen et al., 2015)

https://arxiv.org/abs/1504.00325


Image captioning

the girl is licking the spoon of batter ‣ Describe an image in a 
sentence


‣ Requires recognizing objects, 
attributes, relations in image


‣ Caption must be fluent

(MS COCO Captions, Chen et al., 2015)

https://arxiv.org/abs/1504.00325


Captioning as multi-modal translation

Text encoder

(e.g. RNN)

Text decoder 
(e.g. RNN)

French English

EnglishImage 
encoder

Text decoder 
(e.g. RNN)

(Donahue et al., 2015, Vinyals et al., 2015)



Learning to connect linguistic symbols 
to the physical world



Children do not learn language from raw text 
or passively watching TV

Natural way to learn language in the context of 
its use in the physical and social world

This requires inferring the meaning of 
utterances from their perceptual context



Children learn from multimodal sensory input and experience

 

Learning from multimodal information

Learn more about how children learn from Linda Smith: https://www.youtube.com/watch?v=dxli8qWJHLU



Connecting linguistic symbols to  

• perceptual experiences and actions 

• other symbols 

• to executable programs

Choices in what to ground to 

Circular definitions

One hundred → 100 
 
The Big Bang Theory →  
https://en.wikipedia.org/wiki/ 
The_Big_Bang_Theory



Meaning representations

How do we represent the meaning of something?
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“cat”

cat: a small domesticated carnivore,  
Felis domestica or F. catus, bred in a 
number of varieties.

cat  { 
  isMammal: true 
  hasFur: true 
  hasLegs: true 
  meows: true 
  barks: false 
  height: 9.1 – 9.8 in 
  weight: 7.9 – 9.9 lbs 
  … 
} Attributed 

representation



Representations

Embeddings in continuous vector 
space

cat = [0.04 1.79 -1.79 1.07 0.48]
             dog = [0.61 1.84 -1.12 0.52 0.53]
       

Representing meaning as vectors  
• common representation space 
• enables information sharing 
• can be learned from data 

cat

dog

kitten

Similar words closer to each other



Multimodal Embeddings

“Unifying Visual-Semantic Embeddings with Multimodal Neural Language Models” 
[Kiros, Salakhutdinov, Zemel TACL 2015]

https://arxiv.org/abs/1411.2539


Cross-modal models



Multimodal models

Im
age 

Encoder
Text 

Encoder

Text

Image

Audio 
Encoder

Audio

Multimodal 
Fusion

Captions

Modified image with 
text applied to it

Does the image/text match?
Encoders

Predictors 
+ Decoders

Image with object 
selected based on text

Overly simplified view



Multimodal models

Im
age 

Encoder
Text 

Encoder

Text

Image

Audio 
Encoder

Audio

Multimodal 
Fusion

Captions

Modified image with 
text applied to it

Does the image/text match?
Encoders

Predictors 
+ Decoders

Image with object 
selected based on text

Fuse the modalities into 
one representation



Multimodal Fusion

Image credits: Qi Wu

Concatenation

Element wise
Sum Product

Outer product

204820483000

12.5 billion !!!

Bilinear Pooling

All elements can interact. 
More flexible, but lots of weights!

Use transformer to fuse modalijes using akenjon 

Attention-based fusion



Multimodal models

Im
age 

Encoder
Text 

Encoder

Text

Image

Audio 
Encoder

Audio

Multimodal 
Fusion

Captions

Modified image with 
text applied to it

Does the image/text match?
Encoders

Predictors 
+ Decoders

Image with object 
selected based on text

Representation learning to train the encoder 
parameters so the embeddings align



Cross-modal Embeddings

Unifying Visual-Semantic Embeddings with Multimodal Neural Language Models 
[Kiros, Salakhutdinov, Zemel TACL 2015, https://arxiv.org/pdf/1411.2539.pdf]

Common representation for language and vision: vectors!

https://arxiv.org/pdf/1411.2539.pdf


Cross-modal Embeddings

<latexit sha1_base64="Z1Y05yGEcp9urYxofrt5jdXT9b4=">AAACUXicbVHLSgMxFL0dX7X1MerSTbBIK0iZUVE3QtGNy4r2AZ1SMmnGhmYeJBmhTOcXXejK/3DjQjF9QG3rhcDJOedyb07ciDOpLOsjY6ysrq1vZDdz+a3tnV1zb78uw1gQWiMhD0XTxZJyFtCaYorTZiQo9l1OG27/bqQ3XqiQLAye1CCibR8/B8xjBCtNdczeY8nxseq5XhKnp2iGiyfoBjmewCSZkWniDGc3Z5gih3RDteQrzhuL2tkxC1bZGhdaBvYUFGBa1Y755nRDEvs0UIRjKVu2Fal2goVihNM058SSRpj08TNtaRhgn8p2Mk4kRcea6SIvFPoECo3Zvx0J9qUc+K52jraUi9qI/E9rxcq7bicsiGJFAzIZ5MUcqRCN4kVdJihRfKABJoLpXRHpYZ2O0p+Q0yHYi09eBvWzsn1ZPn+4KFRup3Fk4RCOoAQ2XEEF7qEKNSDwCp/wDT+Z98yXAYYxsRqZac8BzJWR/wUqYraA</latexit>

S(u,u0) =
u

kuk · u0

ku0k

Adapted from slide by Leonid Sigal



Cross-modal Embeddings

Adapted from slide by Leonid Sigal

Correct label
(more similar)

Other labels
(less similar)

<latexit sha1_base64="Z1Y05yGEcp9urYxofrt5jdXT9b4=">AAACUXicbVHLSgMxFL0dX7X1MerSTbBIK0iZUVE3QtGNy4r2AZ1SMmnGhmYeJBmhTOcXXejK/3DjQjF9QG3rhcDJOedyb07ciDOpLOsjY6ysrq1vZDdz+a3tnV1zb78uw1gQWiMhD0XTxZJyFtCaYorTZiQo9l1OG27/bqQ3XqiQLAye1CCibR8/B8xjBCtNdczeY8nxseq5XhKnp2iGiyfoBjmewCSZkWniDGc3Z5gih3RDteQrzhuL2tkxC1bZGhdaBvYUFGBa1Y755nRDEvs0UIRjKVu2Fal2goVihNM058SSRpj08TNtaRhgn8p2Mk4kRcea6SIvFPoECo3Zvx0J9qUc+K52jraUi9qI/E9rxcq7bicsiGJFAzIZ5MUcqRCN4kVdJihRfKABJoLpXRHpYZ2O0p+Q0yHYi09eBvWzsn1ZPn+4KFRup3Fk4RCOoAQ2XEEF7qEKNSDwCp/wDT+Z98yXAYYxsRqZac8BzJWR/wUqYraA</latexit>

S(u,u0) =
u

kuk · u0

ku0k

<latexit sha1_base64="678ifA6hh/j6eOzDNAVQNRf1KGs=">AAACWXicfVFbSxtBFJ5dq01jq9E89uVgEBKqYbeI+iKIeWmhD5EaFbJhOTuZTQZnL8ycFcOyf9IHQfpX+tBJzIOX4oGBj+/CnPkmypU05HmPjrvyYXXtY+1Tff3zl43Nxtb2pckKzcWAZyrT1xEaoWQqBiRJietcC0wiJa6im95cv7oV2sgsvaBZLkYJTlIZS45kqbCRBwnSlKMqf1VhGZC4o7JXVXACgSkSsOodtL09CFDlU4R9+N0O+ka2f4aysweLcBSXhc3OQll14Nt7Bl51OmGj5XW9xcBb4C9Biy2nHzbug3HGi0SkxBUaM/S9nEYlapJciaoeFEbkyG9wIoYWppgIMyoXzVSwa5kxxJm2JyVYsM8TJSbGzJLIOuebmtfanPyfNiwoPh6VMs0LEil/uiguFFAG85phLLXgpGYWINfS7gp8iho52c+o2xL8109+Cy6/d/3D7sH5Qev0bFlHjX1lO6zNfHbETtkP1mcDxtkD++usOmvOH9dxa279yeo6y0yTvRi3+Q8lzLGy</latexit>

LC =
X

max(0,↵� S( (Ii),uyi) + S( (Ii),uyc))

closer

+ pair - pair



Can embed anything!

Deep Mul<modal Embedding: Manipula<ng Novel Objects with Point-clouds, Language and Trajectories [Sung et al, 2015]

https://robots.ieee.org/robots/pr2 

PR2 robot

https://arxiv.org/abs/1509.07831


Contrastive pretraining

• Train on large amount of data  
• WebImageText: 400M text-

image pairs 
• Contrastive pretraining: does the 

text-image pair match? 

• Batch size =32K 

•  positive pairs 

•  negative pairs 
• Transformer based model for 

both vision and language

N
N
N2 − N

OpenAI CLIP

Learning transferable visual models from natural from natural language supervision [Radford et al, 2020]

https://arxiv.org/abs/2103.00020


Contrastive pretraining
OpenAI CLIP

• Contrastive Loss

Learning transferable visual models from natural from natural language supervision [Radford et al, 2020]

https://arxiv.org/abs/2103.00020


Contrastive pretraining

Learning transferable visual models from natural from natural language supervision [Radford et al, 2020]

OpenAI CLIP

https://arxiv.org/abs/2103.00020


Aligned embeddings can be used for a 
variety of tasks



Retrieval

• Text to image/video retrieval 
• Image/video to text retrieval



Grounding



Grounding
Phrase Localization



Language Driven Semantic Segmentation

Language Driven Semantic Segmentation [Li et al, ICLR 2022]

Use CLIP as text encoder

Upsamples to 
obtain final output

Use dense prediction 
transformers architecture

https://arxiv.org/abs/2201.03546


Used in DALL-E

Encoder Decoder

Vector  
representation

a teapot in the shape of a pikachu.   
a teapot imitating a pikachu

CLIP used to score and re-rank generated images Image

Zero-shot Text-to-Image Generation [Ramesh et al, 2021] 
(https://openai.com/blog/dall-e/)

DALL-E (2021): 12B parameter version of GPT-3 trained  
to generate images from text descriptions 

Images are represented as 
sequence of tokens  

(each image is encoded as 32x32 
grid of tokens using discrete VAE to 

8192 codewords) 

https://arxiv.org/pdf/2102.12092.pdf
https://openai.com/blog/dall-e/


DALLE-2: Text-to-Image generation with diffusion models

Hierarchical Text-Conditional Image Generation with CLIP Latents 
https://arxiv.org/pdf/2204.06125.pdf [Ramesh et al, arXiv 2022] 

https://openai.com/dall-e-2/

CLIP text and image encoder

Diffusion models to produce
- latent image embedding z 

from text embedding y, 
- image x from latent image 

embedding z

https://arxiv.org/pdf/2204.06125.pdf


Text-to-Image Generation with Diffusion Models

https://imagen.research.google/

A cute sloth holding a small treasure chest. 
A bright golden glow is coming from the chest.

a painting of a fox sitting in a field at 
sunrise in the style of Claude Monet

https://openai.com/dall-e-2/

DALL-E 2 Imagen

Try it out yourself: https://huggingface.co/spaces/stabilityai/stable-
diffusion, https://www.craiyon.com/, https://www.midjourney.com/home/

https://huggingface.co/spaces/stabilityai/stable-diffusion
https://huggingface.co/spaces/stabilityai/stable-diffusion
https://www.craiyon.com/
https://www.midjourney.com/home/


Text-to-3D generation 

Aligned text to image embeddings Text-to-image diffusion model

Optimize differentiable 3D representations with text-image models



Text-to-3D with diffusion models
a DSLR photo of a squirrel wearing a purple hoodie

DreamFusion: Text-to-3D using 2D Diffusion 
https://arxiv.org/abs/2209.14988 [Poole et al, 2022] 

https://dreamfusion3d.github.io/

https://arxiv.org/abs/2209.14988


Beyond contrastive loss 
for multi-modal models





Pretrained representations for vision and language

ViLBERT: Pretraining Task-Agnostic Visiolinguistic Representations for Vision-and-Language Tasks 
[Lu et al 2019, https://arxiv.org/pdf/1908.02265.pdf]

Image represented as 

• series of image region features 

(extracted from pre-trained object 
detection network)


• Region position encoded as  vector5d

https://arxiv.org/pdf/1908.02265.pdf


Pretrained representations for vision and language

ViLBERT: Pretraining Task-Agnostic Visiolinguistic Representations for Vision-and-Language Tasks 
[Lu et al 2019, https://arxiv.org/pdf/1908.02265.pdf]

Trained on 

• Conceptual captions (~3.3M images with 
captions cleaned from alt-text labels)


• Two tasks to predict:


• masked out words and semantic class 
distribution for masked out image 
regions


• Is the image/description aligned? 

Predict semantic class distribution

https://arxiv.org/pdf/1908.02265.pdf


ViLBERT: Pretraining Task-Agnostic Visiolinguistic Representations for Vision-and-Language Tasks 
[Lu et al 2019, https://arxiv.org/pdf/1908.02265.pdf]

Pretrained representations for vision and language

Pretraining improves performance on variety of vision+language tasks!

https://arxiv.org/pdf/1908.02265.pdf


Masked modelling for video and language

VideoBERT: A Joint Model for Video and Language Representation Learning [Sun et al, ICCV 2019]

https://arxiv.org/abs/1904.01766


Combining masked modelling with contrastive learning
• Use image patches, no need for object detectors

ViLT: Vision-and-Language Transformer Without Convolution or Region Supervision [Kim et al, ICML 2021]

https://arxiv.org/pdf/2102.03334.pdf


Large multi-modal models: FLAVA

Masked Modeling 

- Multimodal

- Image

- Language 

FLAVA: A Foundational Language and Vision Alignment Model [Singh et al, CVPR 2022]

https://arxiv.org/pdf/2112.04482.pdf


FLAVA: A Foundational Language and Vision Alignment Model [Singh et al, CVPR 2022]

Large multi-modal models: FLAVA

https://arxiv.org/pdf/2112.04482.pdf


FLAVA: A Foundational Language and Vision Alignment Model [Singh et al, CVPR 2022]

Large multi-modal models: FLAVA
• Pretrain unimodal encoders on unpaired image and text data

• Joint unimodal and multi-modal training

• Multi-modal training with paired image-text pairs

https://arxiv.org/pdf/2112.04482.pdf


FLAVA: A Foundational Language and Vision Alignment Model [Singh et al, CVPR 2022]

Large multi-modal models: FLAVA

• Pretrain unimodal encoders on unpaired image and text data

• Joint unimodal and multi-modal training

• Multi-modal training with paired image-text pairs

• Training details


• Hyperparameters important for pretraining: Large batch size (8K), large weight 
decay (0.1) with learning rate (1e-3), long warm up (10K) with AdamW 


• Noted again the importance of having the layer-norm before the MHA

https://arxiv.org/pdf/2112.04482.pdf


FLAVA: A Foundational Language and Vision Alignment Model [Singh et al, CVPR 2022]

Large multi-modal models: FLAVA

FLAVA model performance on variety of tasks 

 

https://arxiv.org/pdf/2112.04482.pdf


Large multi-modal, multi-lingual models: Florence

Florence: A New Foundation Model for Computer Vision [Yuan et al, CVPR 2022]

https://arxiv.org/abs/2111.11432


OFA: Unifying Architectures, Tasks, and Modalities Through a Simple Sequence-to-Sequence Learning Framework 
[Wang, et al. ICML 2022] https://arxiv.org/abs/2202.03052

Large multi-modal models: OFA

https://arxiv.org/abs/2202.03052


OFA

OFA: Unifying Architectures, Tasks, and Modalities Through a Simple Sequence-to-Sequence Learning Framework 
[Wang, et al. ICML 2022] https://arxiv.org/abs/2202.03052

Large multi-modal models: OFA

https://arxiv.org/abs/2202.03052


• Unified framework using transformers 
• Encoder-decoder architecture 

• Treat all tasks as sequence-to-sequence  

• Represent text, image patches, and objects as token sequences 
• Use BPE for text tokens 
• Use ResNet to obtain image patch features coded as tokens 
• Objects are represented as image region bounding box with label and 

encoded as location tokens (x1,y1,x2,y2) and BPE token (label) 

• Pretrain on mix of vision, language, vision+language data 

 
OFA: Unifying Architectures, Tasks, and Modalities Through a Simple Sequence-to-Sequence Learning Framework 
[Wang, et al. ICML 2022] https://arxiv.org/abs/2202.03052

Large multi-modal models: OFA

https://arxiv.org/abs/2202.03052


• Pretrain on mix of vision, language, vision+language data 

 

OFA: Unifying Architectures, Tasks, and Modalities Through a Simple Sequence-to-Sequence Learning Framework 
[Wang, et al. ICML 2022] https://arxiv.org/abs/2202.03052

Large multi-modal models: OFA

https://arxiv.org/abs/2202.03052


• Instructions for task 

 

OFA: Unifying Architectures, Tasks, and Modalities Through a Simple Sequence-to-Sequence Learning Framework 
[Wang, et al. ICML 2022] https://arxiv.org/abs/2202.03052

Large multi-modal models: OFA

https://arxiv.org/abs/2202.03052


• OFA model sizes 

 

OFA: Unifying Architectures, Tasks, and Modalities Through a Simple Sequence-to-Sequence Learning Framework 
[Wang, et al. ICML 2022] https://arxiv.org/abs/2202.03052

Large multi-modal models: OFA

https://arxiv.org/abs/2202.03052


OFA: Unifying Architectures, Tasks, and Modalities Through a Simple Sequence-to-Sequence Learning 
Framework [Wang, et al. ICML 2022] https://arxiv.org/abs/2202.03052

OFA model performance on variety of tasks 

 

Large multi-modal models: OFA



OFA: Unifying Architectures, Tasks, and Modalities Through a Simple Sequence-to-Sequence Learning 
Framework [Wang, et al. ICML 2022] https://arxiv.org/abs/2202.03052

Image captioning

Large multi-modal models: OFA

Text to Image 
Generation



Instruction following



Instruction Following

(MacMahon et al., 2006)

(slide adapted from Greg Durrett)



Instruction Following

(slide adapted from Greg Durrett)

(Chen and Mooney, 2011)



Spatial Reasoning

(Janner et al., 2017)

(Bisk et al., 2016, Misra et al., 2017)

Robotic Manipulation

Autonomous navigation



Frameworks for understanding grounded language 
(with perception and actions)

BabyAI 

• Grid Environment


• Generated (synthetic 
language) using grammar


• Easy to hard levels


• Studies grounding and 
compositionality

BabyAI: A Platform to Study the Sample Efficiency of Grounded Language Learning 
[Chevalier-Boisvert et al 2018, https://arxiv.org/pdf/1810.08272.pdf]

https://arxiv.org/search/cs?searchtype=author&query=Chevalier-Boisvert%2C+M
https://arxiv.org/pdf/1810.08272.pdf


Vision-and-Language Navigation: Interpreting visually-grounded navigation instructions in real environments 
[Anderson et al 2018, https://bringmeaspoon.org/]

• More realistic houses


• Human instructions 
navigation


• Discrete action space


• Navigation graph

Vision-and-language Navigation

https://bringmeaspoon.org/


Vision-and-language Navigation

• Sequence of words to sequence of actions!

Vision-and-Language Navigation: Interpreting visually-grounded navigation instructions in real environments 
[Anderson et al 2018, https://bringmeaspoon.org/]

Input Images at each time step

https://bringmeaspoon.org/


Vision-and-language Navigation



ALFRED

• More realistic houses


• Sequence of human 
instructions for common 
household tasks


• Study embodied language 
understanding

ALFRED: A Benchmark for Interpreting Grounded Instructions for Everyday Tasks 
[Shridhar et al 2019, https://askforalfred.com/]

https://askforalfred.com/




ALFRED agent model



Toward multimodal agents

72

PaLM-E: An Embodied Multimodal Language Model [Dreiss et al, Google, 2023] 
https://palm-e.github.io/

https://palm-e.github.io/assets/palm-e.pdf


PaLM-E

73

PaLM-E: An Embodied Multimodal Language Model [Dreiss et al, Google, 2023] 
https://palm-e.github.io/

• ViT (22B parameters) + PaLM (562B parameters)  
• Decoder only LLM 
• Multimodal information injected as continuous vectors into PaLM

https://palm-e.github.io/assets/palm-e.pdf


PaLM-E
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PaLM-E: An Embodied Multimodal Language Model [Dreiss et al, Google, 2023] 
https://palm-e.github.io/

• Train on mixture of data

https://palm-e.github.io/assets/palm-e.pdf


PaLM-E



CMPT 839 / CMPT 983
Advanced NLP / Grounded Natural Language Understanding

Language

Logical forms

Parse trees

Perception

Interaction
Vector 

representations


