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From LLMs to Helpful Assistants

https://www.youtube.com/watch?v=bZQun8Y4L2A

How to build chatGPT from an LLM base model

https://www.youtube.com/watch?v=bZQun8Y4L2A


https://openai.com/research/instruction-following

https://openai.com/research/instruction-following


https://arxiv.org/abs/2203.02155

https://arxiv.org/abs/2203.02155


https://openai.com/research/instruction-following





Supervised Fine-Tuning













Supervised Fine-tuning
• Data collected from human experts on Mechanical Turk or equivalent


• Detailed instructions are provided to obtain a high quality dataset


• Fine-tune GPT model on this data to maximize next token prediction loss



Reward Model Dataset
https://github.com/openai/following-instructions-human-feedback







Reward Model Training





Reward Model Training
• Let  be the parameters for the <reward> token which is appended at the end of each completion


• Data: Prompt | Completion | <reward>


• K is the number of responses ranked by humans (K={4,9}).  is the dataset of human comparisons


• This produces  comparisons for each prompt 


•
Loss function: 


•  is the scalar reward for prompt  and completion .  is preferred to 


• Train all  comparisons in a single batch. 


• Training the 175B model does not work, instead fine-tune a smaller 6B model to predict reward.
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Bradley-Terry ranking
• The BT model is a probability model for the outcome of pairwise comparisons.


• Given a pair of individual responses  and 


• The probability of preferring  is given by


• 


• The Bradley–Terry model can be used in the forward direction to predict 
outcomes, 


• But is more commonly used in reverse to infer the scores  given an observed 
set of outcomes (preferences from humans)


• More general models exist: e.g. Plackett-Luce models (but not used for RLHF)
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Reinforcement Learning





• Let  be the parameters for the language model. 


• Parameters for the <reward> token are kept frozen.


•  is the learned RL policy


•  is the learned supervised fine-tuning model


•  is the KL reward coefficient


• Training for chatGPT (probably) uses an actor-critic algorithm similar to 
proximal policy optimization (PPO) for training the  parameters
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Actor-Critic RL
• Standard methods to apply RL in LMs involve producing the expected reward 

of generating a token and generating a per-token loss for each position


• The REINFORCE algorithm is the standard way to do this for language models


• However, REINFORCE only uses a single sample token to compare against 
(compare  with  where )


• Instead the actor-critic approach uses two LMs: one is the critic and one is the 
actor


• The critic model is trained against the reward model to produce <|reward|> 
at the end


• The actor model is trained against the critic and produces <|endoftext|> at 
the end and is trained against the critic output for each time step
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https://arxiv.org/pdf/1607.07086v2.pdf

https://arxiv.org/pdf/1607.07086v2.pdf


Direct preference optimization
https://arxiv.org/pdf/2305.18290.pdf

aka, Your Language Model is Secretly a Reward Model

https://arxiv.org/pdf/2305.18290.pdf


Why RLHF?





https://openai.com/research/instruction-following



https://openai.com/research/instruction-following



Why RLHF?
• It is often easier to discriminate than generate


• Simple example: It is much easier to spot a bad haiku than generate one


• Writing a haiku or writing a summary or writing a story from scratch is a 
difficult task for humans.


• Humans are better at picking a good example by comparing to other 
examples.



Problems with RLHF
• Mode Collapse


• Fine-tuned models lose entropy compared to original LLM (base model)


• RLHF models confidently output very few variations


• Base models can be better at tasks that require diverse outputs

https://www.lesswrong.com/posts/t9svvNPNmFf5Qa3TA/mysteries-of-mode-collapse





RLHF vs. Base LM
• Labelers significantly prefer InstructGPT outputs over outputs from GPT-3


• InstructGPT models show improvements in truthfulness over GPT-3 (on the 
Truthful QA task)


• InstructGPT shows small improvements in toxicity over GPT-3, but not bias 
(on the RealToxicityPrompts dataset)


• Can minimize performance regressions on public NLP datasets by modifying 
our RLHF fine-tuning procedure (by mixing in the pretrained distribution)



RLHF vs. Base LM

• Our models generalize to the preferences of “held-out” labelers that did not 
produce any training data


• Public NLP datasets are not reflective of how our language models are used


• InstructGPT models show promising generalization to instructions outside of 
the RLHF fine- tuning distribution


• InstructGPT still makes simple mistakes


