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Scaling Laws for LLMs
Power laws

• A power law is a relation between two quantities:  e.g. model 
performance vs. model size.


• Number of model parameters N (excluding subword embeddings)


• Size of dataset D


• Amount of compute (MFLOPs) C


• N, D, C are dominant. Other choices in hyperparameters like width vs. depth are 
less relevant


• 1 PetaFLOP-day (PF-day) is  FLOPS

f(x) = (a/x)k

8.64 × 1019

https://openai.com/research/ai-and-compute
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Power laws for test loss
• Let  represent the test loss dependent on either parameters N, or 

dataset size D or compute C


• For models with limited number of parameters: 



• For models with limited dataset size: 



• For models trained with limited compute: 

L( ⋅ )

L(N) = (Nc/N)αN; αN ≈ 0.076,Nc ≈ 8.8 × 1013(non-embd params)

L(D) = (Dc/D)αD; αD ≈ 0.095,Dc ≈ 5.4 × 1013(tokens)

L(C) = (Cmin
c /Cmin)αmin

C ; αmin
c ≈ 0.050,Cmin

c ≈ 3.1 × 108(PF-days)



S = parameter update steps



Optimal Allocation of Compute Budget



arXiv:1812.06162



Lessons from scaling LLMs

• Performance depends strongly on scale, weakly on model shape


• Performance has a power-law relationship with each of the three scale factors 
N, D, C when not bottlenecked by the other two


• Performance improves predictably as long as we scale up N and D in tandem


• Training curves follow predictable power-laws whose parameters are roughly 
independent of the model size

•Number of model parameters N 
Size of dataset D

•Amount of compute (MFLOPs) C



Lessons from scaling LLMs

• Transfer to a different distribution incurs a constant penalty but otherwise 
improves roughly in line with performance on the training set.


• Large models are more sample-efficient than small models, reaching the 
same level of performance with fewer optimization steps and using fewer data 
points


• The ideal batch size for training these models is roughly a power of the loss 
only, and continues to be determinable by measuring the gradient noise scale
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Train longer on more tokens
Lessons from training Chinchilla

• From GPT3: large models should not be trained to lowest possible loss to be 
compute optimal


• Question: Given a fixed FLOPs budget how should one trade off model 
size and number of training tokens?


• Pre-training loss L(N, D) for N parameters and D training tokens. Find the 
optimal N and D values for a given compute budget.


• Empirical study on training 400 models from 70M to 16B parameters, trained 
on 5B to 400B tokens.


• Answer: Train smaller models for (a lot) more training steps.







The GPT3 paper

NeurIPS 2020, Vancouver, BChttps://arxiv.org/abs/2005.14165
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Mixture of Experts (MoE) for LLMs



Mixture of Experts (MoE) for LLMs
Better effective FLOPs per token prediction in causal LMs
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PaLM: model architecture



PaLM: model architecture



PaLM: model architecture



PaLM: model hyperparameters



PaLM: training data



PaLM: Pathways data parallelism


